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ABSTRACT

We are designing and developing a novel software environment { the Digital Material {

to support materials modeling across many length and time scales, in order to develop

improved descriptions of material structure and evolution. Software support is required for

high-performance numerical kernels, lightweight infrastructures for prototyping, steering

and analysis, information transfer across scales, coupling of disparate simulation modules,

and collaboration between a multidisciplinary collection of researchers.

INTRODUCTION

The need for multiscale modeling of materials

There is widespread recognition { fueled to a considerable extent by the continued growth

of available computing power { that improved descriptions of material structure and re-

sponse will result from the development of models which incorporate information from

smaller length and time scales into material models at larger scales. E�orts typically focus

either on summarizing small scale processes for use in larger scale models, explicitly cou-

pling material models at multiple length scales, or some combination of both approaches.

Extracting meaningful information, however, from complex, multiscale, multidisciplinary

models is a nontrivial task, requiring new types of software support for scienti�c comput-

ing. As part of several coupled scienti�c and engineering research e�orts, we have begun to

design and develop a exible and expressive software environment for multiscale materials

modeling, dubbed Digital Material. In this paper we highlight some of its key design and

implementation features.

Digital Material makes extensive use of a number of software engineering techniques

which have, to date, not seen widespread use in computational science and engineering.

These include, most importantly, the use of interpreted scripting languages to coordinate,

steer and integrate a complex suite of simulation and analysis tools, and the use of object-

oriented design principles and related techniques such as \design patterns" to introduce

needed exibility into the modeling process.



Some challenges of multiscale modeling of materials

Much of material behavior { especially in engineering systems of interest to us, such as poly-

crystalline metallic alloys used in structural applications { is driven by the complex interac-

tion and evolution of defect structures at mesoscales. Therefore, a suitable modeling frame-

work must provide support for simulating and understanding complex, three-dimensional

dynamical process of many degrees of freedom. Since models of such phenomena are still

not well-developed, there must be support for prototyping, validating and interpreting dif-

ferent sorts of models. Support for rapid prototyping cannot impinge, however, on the

ever-present need for computational performance.

In the course of research, scientists and engineers naturally describe material entities and

structures at various length scales, including electrons, atoms, vacancies, dislocations, voids,

lattices, grains, grain boundaries, twin boundaries, dislocation structures, cracks, surfaces,

and precipitates. It is therefore important that there be modeling and programming support

to describe those structures. It is equally important that researchers be able to develop

simulation codes in which the underlying representation of such structures can be altered;

this will support not only the process of validating reduced-order models but also the need

for run-time adaptivity, whereby certain material features can be simulated more faithfully

by explicit treatment of small scales if such a need arises.

Because the nature of material structures and mathematical models di�er considerably

from scale to scale, it is important that multiscale descriptions be able to represent material

information consistently across scales. We have found it useful to recall that various de-

scriptions of material structures are typically approximations to the fully 3N�dimensional

con�guration space described byN atoms in a system, or the 4N�dimensional con�guration

spacetime describing the evolution of the system. (We are choosing for now not to explicitly

include electronic degrees-of-freedom in such a description, but instead to summarize them

those into attributes attached to atomic degrees-of-freedom.) One could presumably, with

suÆcient computer resources, reconstruct the structure and evolution of all the larger scale

features in a material (grains, grain boundaries, precipitates, cracks, etc.) from the under-

lying atomic con�guration. Fortunately, most atomic degrees of freedom are not actually

required to achieve an accurate description of material structure and response, because of

the strongly localized nature of deformation in materials. Coarse-grained theories (such as

linear elasticity) often adequately describe the deformations of many atoms in a material.

Such descriptions involve various approximations to the underlying atomic con�guration

space. A major challenge, therefore, is to develop an optimal approximation { one that

balances �delity as provided by smaller scale structures and processes with eÆciency as

provided by reduced-order descriptions at larger scales. Since there is no one situation or

set of resources to dictate which is the optimal tradeo�, one must actually develop a system-

atic framework for deciding and computing an optimal approximation based on questions

of interest and resources at hand. In some respects, we envision something that is a gener-

alization of some of the ideas at the core of the quasicontinuum method.[1] But instead of

instantiating only atomic degrees-of-freedom to resolve small scale structure, we envision

the need to instantiate a hierarchy of structures (atoms, dislocations, dislocation tangles,

voids, cracks, etc.) at various scales in order to optimally approximate the underlying

con�guration space.



DIGITAL MATERIAL

The Digital Material framework is being built to address these and other challenges. At

its heart, Digital Material is intended as a problem-solving environment that will support

the development of reduced-order descriptions of material structure and response for use at

larger scales, the explicit coupling of material models at multiple scales, and the extraction

of information from complex, coupled, dynamical processes in materials.

Digital Material as a Material Representation

The material and defect structures that constitute the focus of materials research must be

available to the programmer as computational building blocks, to be accessed, manipulated

and combined in arbitary ways. We may have, for example, a geometric model of a grain

boundary triple junction (derived, say, from experimental measurements), which we decide

to model atomistically. To do so, we would like to be able to compose the description of

the junction with a recipe for instantiating atomic degrees-of-freedom that is independent

of the details of the junction. Should we decide to represent the junction by a collection of

dislocations rather than a collection of atoms, we should be able to replace the atomistic

generator with one that creates dislocations.

Developing models of material and defect structures so that they can be treated as

computational building blocks is naturally achieved through the use of object-oriented tech-

niques. Constructing exible couplings between such objects, so that we have a composable

suite of simulation modules rather than a single simulation program, requires further design

considerations, which fall under the category of \design patterns".[2] Design patterns are a

class of software engineering techniques which describe the interactions between collections

of objects, in such a way as to encapsulate aspects of a problem which need to be varied.

Our vision of multiscale modeling involves varying, potentially at run time, a number of as-

pects, including: the internal representation of material structures, the assembly of objects

which are combined to de�ne a speci�c material \sample", the identity of collective objects

(i.e., whether an object is modeled as a collection of small-scale structures for use at one

scale or as a primitive object for use at a larger scale). Perhaps most importantly, design

patterns provide natural support for the core of our modeling architecture: the separation

of geometric structures from attributes attached to those structures and from the tools,

models and other external entities that act to query or modify those structures.

Digital Material as an Interactive Problem-Solving Environment

The �eld of scienti�c programming continues to unfold, exploiting new tools and method-

ologies to allow for more expressive computational modeling. Press and Teukolsky[3] have

identi�ed the need for a middle ground between traditional low-level programming lan-

guages that are \close to the machine" and more recent \total environments" that pur-

port to provide support for all aspects of scienti�c computing (but which have dubious

performance for large-scale numerical computing). In addition, interactivity in program-

ming and analysis environments is increasingly recognized as a key to unraveling complex

phenomena.[4]

Although the analogy is not entirely correct, it would not be inappropriate to describe

our Digital Material as something akin to a \Matlab for Materials". Matlab is very success-

ful at providing high-level support for research in linear algebra, allowing computational



experimentation by freeing the programmer from low-level details. Unfortunately, we �nd

that Matlab is less well-suited for problems outside the realm of linear algebra, so we have

decided on a di�erent core.

The central element of DigitalMaterial which supports high-level interactive programma-

bility as well as \glue" to integrate many di�erent modules is Python, an interpreted,

object-oriented programming language.[5] In addition to being a high-level programming

language, Python is also an extension language capable of dynamically loading compiled

modules written in more traditional programming languages. By allowing the incorporation

of low-level extension modules, Python is able to provide high-level language support for

rapid prototyping and interactive exploration, while not sacri�cing computational perfor-

mance in time-critical sections of code. Python is freely available and runs on all platforms

of interest; for scienti�c and numerical computing, modules are available to support array

manipulations, linear algebra, FFTs, geometric operations, interpolation, polynomial �ts,

automatic di�erentiation, plotting, GUI development, 3D visualization, image processing,

Internet programming, and database access (to name a few). The process of incorporat-

ing one's own simulation or analysis code into the larger Python environment is vastly

facilitated by the SWIG package[6], developed by David Beazley originally in support of

the SPaSM materials modeling project at LANL.[7] SWIG is a nonintrusive \interface and

wrapper generator" which automatically produces the \glue code" that enables Python

to communicate with C or C++. SWIG also ingeniously allows for the development of

object-oriented structure on top of legacy codes which do not possess such structure.

With tools such as these, we will be able to build a exible modeling, simulation and

analysis environment, by mixing and matching components as needed. Rapid prototyping

can be done very e�ectively within Python, with time-critical pieces migrated down to a

compiled language as performance becomes an issue. Ultimately, we will be able to use

heuristic insights gained through interactive exploration to automate highly complex pro-

cesses, such as adaptive creation of more re�ned small-scale models in response to particular

types of material deformation.

INITIAL APPLICATIONS

Because our assembled group is diverse in its background and focus, research is ongoing

on a number of problems at a number of di�erent length scales. We are in the process

now of developing new simulation capabilities, and integrating existing capabilities into a

more uni�ed framework. Initial applications include: determining the structure, energetics

and mobility of elementary defects in atomic lattices in two dimensions (with J. Tomasi

and X. Chen), integrating components for three-dimensional �nite-element simulations of

crack propagation (as part of a related project with K. Pingali, S. Vavasis, P. Chew, D.

Schneider, P. Stoghill and N. Chrisochoides), and investigating the nature of texture and

misorientation and their roles in microstructural failure processes such as intergranular

fracture. We will breiy describe below some of the ongoing research in this last area.

Texture, misorientation, dislocation structures and fracture in polycrystals

The large-scale plastic deformation of polycrystalline metals can involve the formation of

intricate dislocation structures and, at larger scales, the development of preferred crys-

talline orientations, or texture. Such structures and patterns are intellectually fascinating



in their own right, and can also have a profound impact on material properties, e.g., on

the fracture toughness of a metal prone to intergranular cracking. We are working to

couple simulations of large-scale plasticity and texture evolution[8] to codes focused on pre-

dicting crack growth.[9] Increasingly sophisticated experimental tools { such as Electron

Backscatter Di�raction Patterns (EBSP) { are also available to probe lattice orientations

and misorientations on mesoscales. An example of EBSP orientation data for an aluminum

alloy are shown in Figure 1. Data such as these will enable us to characterize the statistical

properties of orientation distributions, generate synthetic material samples for simulation,

and test hypotheses concerning the detailed form of dislocation structures that form to

delineate grain and subgrain boundaries.

Figure 1: Experimental lattice orientation data on the surface of a polycrystalline aluminum

alloy, as determined by Electron Backscatter Di�raction. Local lattice orientation is mea-

sured on a regular triangular grid of side length 5 microns; a section of a full scan of size

540�m�540�m is shown. (Line directions and grayscales represent orientation axis and an-

gle, respectively, in a Rodrigues axis-angle parameterization.) Misorientation between scan

locations indicates the presence of grain or subgrain boundaries. By incorporating such

data into the Digital Material environment, we can validate models of dislocation struc-

ture formation and texture evolution, and develop statistical models to generate synthetic

material samples for simulation.



CONCLUSIONS

The peculiar demands of multiscale modeling of materials require new strategies for simu-

lation, analysis, interrogation and collaboration. The complex, dynamic adaptivity of ma-

terials needs to be addressed with computational tools that are equally complex, dynamic

and adaptive. Multiscale modeling environments must provide systematic programming

support for information transfer across scales. Lightweight scripting and extension environ-

ments like Python can e�ectively balance the conicting requirements of high performance

and rapid prototyping. All of these elements are conspiring to bring life to Digital Material.
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