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Collecting and interpreting data is key to developing an understanding of the

physical underpinnings of observable events. As such, questions of how to gen-

erate, curate and otherwise wrangle data become central as systems of interest

become increasingly difficult to access experimentally and the sheer quantity of

raw information explodes.

The data explored in this dissertation covers a wide range of sources and

methods. On the more traditional end, we explore simulation data of the two-

dimensional non-equilibrium random-field Ising model which we treat with a novel

analytic normal form theory of the Renormalization Group. Branching out from

condensed matter, we explore several machine learning and sampling methods in

various contexts.

The machine learning projects in particular include three lines of investigation:

an unsupervised machine learning analysis of sectors of the economy extracted

from stock return data, an analysis of the computational neural networks success-

fully applied to experimental ATLAS data in a recent Kaggle challenge, and an

exploration of the geometical underpinnings of canonical neural networks using a

Jeffrey’s Prior sampling of trained networks.
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1 Introduction

As computing power continues to increase, so does the development of tech-

niques which harness it efficiently. These come in a variety of flavors including

novel approaches to simulations, sampling, visualization and machine learning. In

this work, we touch on each of these subjects informed by the Sethna group ex-

pertise in dealing with high-dimensional geometry and canonical materials science

models.

This dissertation is divided roughly into two sections. In the first, I discuss

our work on the non-equilibrium random-field Ising model. This model is well

studied, yet there are outstanding questions. In two dimensions, power law scaling

approaches fail and the critical disorder is difficult to pin down. Additionally,

the presence of faceting on the square lattice creates avalanches that are lattice

dependent at small scales. We propose two methods which we find solve these

issues. First, we perform large scale simulations on a Voronoi lattice to mitigate

the effects of faceting. Secondly, the invariant arguments of the universal scaling

functions necessary to perform scaling collapses can be directly determined using

our recent normal form theory of the Renormalization Group. This method has

proven useful in cleanly capturing the complex behavior which occurs in both the

lower and upper critical dimensions of systems and here captures the 2D NE-RFIM

behavior well. The obtained scaling collapses span over a range of a factor of ten

in the disorder and a factor of 104 in avalanche cutoff. They are consistent with a

critical disorder at zero and with a lower critical dimension for the model equal to

two.

These results are exciting for two reasons. One, the NE-RFIM is an interest-

ing model in its own right. Barkhausen noise in magnets [11] decision making in

socio-economics [17], absorption and desorption in superfluids [41, 69] as well as
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the effects of nematicity in high Tc superconductors [15, 25, 83] can each be under-

stood in terms of ’crackling noise’ naturally described by the NE-RFIM. Secondly,

these results provide a nice example of the effectiveness of considering the under-

lying Renormalization Group structure when dealing with cases where traditional

power law scaling fails. Power law scaling collapses are ubiquitous in a number of

fields, however, the mathematical structure of the corresponding critical point is

often overlooked. Not all critical points correspond to hyperbolic fixed points and

recognizing this provides a straighforward prescription for dealing with ’difficult’

cases.

While the first portion of this dissertation details a standard approach to deal-

ing with large amounts of simulation data, namely to think hard and come up with

an appropriate mathematical/physical description, the second focuses on tools that

attempt to find a description with as little human input as possible. While pro-

viding little to no intuition of underlying physical truths, machine learning models

are useful in their heavy handedness. It is not necessary for the practitioner to

have any particularly deep knowledge of the dataset in question to extract useful

information although domain knowledge may be leveraged to enhance the results.

One such exploration we have undertaken is to extract information about the

sectors of the economy from raw stock return data. Imaging using principle compo-

nent analysis reveals that stock data lies in a high-dimensional tetrahedron. Using

this geometrical infomation only, it is possible to choose an appropriate machine

learning approach using no properties of economics. This is remarkable and allows

us to extract a number of interesting results in an unsupervised way. These include

elucidating sectors of the economy, company composition in terms of how strongly

they participate in a given sector, changes in company composition with time and

relationships between the sectors themselves.

In 2014, the Higgs Boson Machine Learning Challenge was hosted on Kaggle,
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a platform for predictive modelling and analytics competitions. The challenge

was to use a subset of ATLAS data to train the most effective classifier of Higgs

events. Surprisingly, despite domain knowledge, the best team of physicists came

in 8th behind data scientists. This seems to be in part due to underestimation

of the power of machine learning combined with a lack of experience with certain

pitfalls in implementing these algorithms. To look at the question of whether

domain knowledge could in principle be useful, we consider another type of machine

learning algorithm: computational neural networks. Training an ensemble of such

networks on subsets of the data provided for the Kaggle challenge suggests that

features derived using physics knowledge do in fact show an advantage over raw

data.

In the context of neural networks, we also explore another common tool and

its potential pitfalls, Monte Carlo sampling. Both computational neural networks

and Monte Carlo sampling algorithms have been around for some time [76, 91],

however, recent advances have proven them to be much more powerful than their

predecessors [12, 96]. Neural networks such as those used in the Kaggle challenge

have been shown to have a remarkable ability to uncover low dimensional structure

in data. In this next portion of this dissertation, we explore this idea directly by

analysing the manifold learned by Deep Belief Networks and Stacked Denoising

Autoencoders using Monte Carlo sampling. Previously, the Sethna group has

studied manifolds generated by models from a variety of fields. What has been

found repeatedly is that the manifold composed of all possible predictions of the

model forms a hyperribbon in data space. What this corresponds to conceptually

is that certain combinations of parameters dominate the behavior of the model

while others barely have an effect [112]. In studying neural networks, however,

we observe a very different behavior. The model manifold forms an only slightly

elongated hypersphere and, more curiously, the actual data appears only on the
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boundaries of the manifold. The shape of the manifold suggests that the network is

doing well in weighting each parameter equally, however, the vast regions which do

not correspond to data indicate that the network may waste a considerable amount

of descriptive ability. On the other hand, the prior used for the sampling, known

as Jeffrey’s Prior, places equal weight per equal volume in data space. Recent work

by Transtrum et. al. [107] suggests that the boundaries of a model manifold are

the most important for describing the behavior of a model. Rather than pointing

to a deficit of the network, the behavior observed may point to a sickness with

Jeffrey’s Prior.

Sampling with Jeffrey’s Prior in the case of the neural networks appears to

be flawed. In fact, although sampling is a very important tool when all elements

of a distribution cannot be enumerated, it can also be very problematic. Choice

of prior, specific algorithm, as well as a host of hyperparameters can strongly

affect the validity of the results. As an example, consider the convergence of

sequential importance sampling in a problem originally proposed by Knuth [61].

Exploring this case, the results suggest that to get an accurate approximation

with the method one would need approximately 10212 times the age of the universe

with the naive approach. This highlights that although sampling is very useful for

studying problems where analyticity is prohibited, it is important to understand

the limitations and to asses carefully the results.

Results from each of our explorations into machine learning and sampling ap-

proaches highlight two key and contrasting ideas which can be summed up con-

cisely. These types of algorithms can be extremely useful if used with care. As

physicists implement these algorithms, it is very important to understand the pit-

falls in order to gain an accurate understanding of what the results really convey.
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2 2D Non-Equilibrium Random-Field Ising Model

The non-equilibrium random-field Ising model (NE-RFIM) is a model of long-

standing interest. This model, albeit simple, contains the necessary ingredients to

describe hysteretic and avalanche behaviors in a diverse set of systems. Barkhausen

noise in magnets [11] decision making in socio-economics [17], absorption and des-

orption in superfluids [41, 69] as well as the effects of nematicity in high Tc su-

perconductors [15, 25, 83] can each be understood in terms of ‘crackling noise’

naturally described by the NE-RFIM.

Although the NE-RFIM itself has been around in various forms since the

1970s [57], there are still a number of open questions:

• Is it in the same universality class as the equilibrium model?

• Is the lower critical dimension two?

• What is the value of the critical disorder?

• Is power law scaling sufficient to capture the behavior?

It has long been debated whether the equilibrium and non-equilibrium versions of

the model are in the same universality class. This question of universality has been

approached in a number of ways which have suggested the same class for the two

models [4, 34, 70, 71, 74, 82]. Recently, however, evidence has been provided that

this is not the case [3]. Our findings pretty clearly imply this latter result.

Another open question concerns the lower critical dimension (LCD) of the non-

equilibrium model. For the equilibrium case, the LCD is accepted to be two [20] and

there is evidence to believe the same is true of the front-propagation model [44]. For

the nucleated model, there have been conflicting analysis including work suggesting

that the LCD is two [29, 30], that power-laws are indeed able to capture the
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behavior and no crossover occurs in 2D [27, 28], and even that a lower critical

dimension does not exist for this model [65, 99, 100, 104]. Here, we find the

success of our results to be consistent with a LCD of two.

Yet another open question is what value rc takes in two dimensions for the

nucleated model. In the nucleated model, the critical disorder appears to decrease

with dimension, going from 5.96 ± 0.02 in 5D to 2.16 ± 0.03 in 3D [98]. This

behavior in conjunction with the observation that for both the equilibrium and

front-propagation problems, rc is found to be zero [44] suggests that rc may be

quite small. The results we present here are consistent with rc = 0.

Finally, it has yet to be resolved whether a power law form is sufficient to

describe the behavior in 2D. Fitting assuming a power law form, Vives et al.

found rc to take the value 0.75±0.03 [110]. More recently, on a much larger square

lattice, Spasojevic et al. find rc = 0.54 ± 0.02 [27, 28] collapsing over a range of

r ∈ [0.64, 0.70]. We expect this discrepancy to be replicated in simulations on a

larger scale with rc taking a yet smaller value and suggest this type of inconsistency

in power law scaling points to a deficit in its ability to accurately capture the critical

behavior in 2D.

Power law scaling collapses have long been a preferred method for demonstrat-

ing that the behavior of a critical system is well understood. That this type of

heuristic procedure can work so well in such a widespread number of applica-

tions is initially surprising and leads naturally to the question of when and why

this approach fails. For example, in the two-dimensional non-equilibrium random-

field Ising model (2D NE-RFIM), attempted collapses assuming power law scaling

perform in very limited ranges of disorder [27, 28, 30, 63], which we argue is a

symptom of non-power law scaling. This failure can also be observed in a number

of other systems, particularly at their lower and upper critical dimension. Re-

cently, Raju et. al. [89] have been successful in describing the non-linearities that
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arise in renormalization group flows from the perspective of normal form theory.

This fomulation provides a systematic method to perform scaling collapses. In the

cases for which power laws work well, the dynamics can be described simply by

the presence of a hyperbolic fixed point; the eigenvalues are non-zero and there is

no qualitative change in the stability of the fixed points. We propose it is the pres-

ence of a transcritical bifurcation in the disorder flow equation that corresponds

to the rise in complexity needed to describe simulation data of the 2D NE-RFIM.

By considering the form the flow equations should take, we are able to provide

concrete non-linear scaling variables which enable collapse of our data over a range

of a factor of ten in the disorder.

In addition to the application of our normal form theory of the Renomalization

Group, another key component to the success of our collapses is an approach

to dealing with the faceting. Running simulations on a square lattice leads to

distortions in the shape of the distributions of interest due to lattice effects as

the critical point is approached. Long, unnaturally straight avalanche boundaries

for small disorder arise which serve to effectively decrease the simulation size. To

combat this, we run our simulations on a Voronoi lattice. Although this could in

principle introduce an amount of intrinsic disorder, we find the Voronoi lattice to

be effective in combating faceting effects, enabling clean collapses over a range of a

factor of ten in the disorder, a significantly larger range than the current available

collapses which use data in a range ≈ 10%.

2.1 Normal Forms of the RG Flows

The model considered is an avalanche model with nearest neighbor coupling J

and a randomized bias r under the influence of an adiabatically increasing field h.

Avalanche size is denoted s. Following the convention of Bray and Moore [20] for
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the equilibrium model, we define a parameter w which corresponds to the ratio of

the disorder r over the coupling J and determine its RG flow equation through

symmetry considerations.

In the equilibrium model, the flow equation is found to be dw/d` = −(ε/2)w+

Aw3 + h.o.t. where ε = D − 2 and w = r/J [20]. For the NE-RFIM, however, r

has the symmetry r ↔ −r while J lacks this symmetry due to the external field.

This implies w = −w and suggests that the RG flow for w in the NE-RFIM must

include a squared order term.

In principle, there are an infinite series of terms. Assuming the lower critical

dimension D = 2, we have ε = 0, and may choose a scale for the disorder rs such

that the prefactor of the squared order term in the flow equation of w is equal to

one. Taking J = 1, the choice we make for w is w = (r − rc)/rs where rc defines

the critical disorder. The generic form for the flow equation of w is given by

dw

d`
= w2 +B1w

3 +B2w
4 + . . . (1)

Using only polynomial changes of variables, it is possible to remove all terms of

O(4) or higher without removing any universal behavior. To demonstrate, consider

the change of variables w = w̃+b1w̃
2+b2w̃

3+b3w̃
4+. . . The resulting flow equation

takes the form:

dw̃

d`
= w̃2 +B1w̃

3 + (B1b2 + b22 +B2 − b3)w̃4 + . . . (2)

With an appropriate choice of b2 in terms of b3, the coefficient of w̃4 may easily

be set to zero. Likewise, all higher order terms may be systematically removed.

Dropping the tildes and subscripts for clarity, the final form of the flow equation
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is given by
dw

d`
= w2 +Bw3 (3)

which corresponds to the normal form of a transcritical bifurcation 1. We may

directly solve for the correlation length ξ ∼ (1/w + B)−B exp(1/w) in the normal

form variables (Appendix A).

Next consider the flow equations for s and h. The eigenvalues for these are

given by λs = df and λh respectively where df denotes the fractal dimension. In

each case, the zero eigenvalue of w gives rise to cross terms between s and w and

h and w. Again, in principle, we have an infinite number of possible terms but

most all terms may be removed with a polynomial change of variables. The flow

equations for s and h are hence given by

ds

d`
= −dfs− Csw,

dh

d`
= λhh+ Fhw

(4)

where in higher dimensions df = 1/σν and λh = βδ/ν. In two dimensions, the

individual exponents σ → 0 and ν and βδ → ∞, keeping the combinations we

use finite. The coefficients B, C, and F are universal. Just as the linear terms at

ordinary (hyperbolic) fixed points yield universal critical exponents, these terms

control universal dependences of physical behavior with changes in the control

parameters. Note that, while they cannot be set to zero by a coordinate change,

they may have universal values equal to zero, especially in special cases like the

lower critical dimension.
1The traditional transcritical bifurcation normal form [103] dw/d` = w2 is derived using

the implicit function theorem, but involves changes of variables that alter critical properties in
singular ways. Eq. 3 is the simplest form that can be reached by successive polynomial changes
of variables.
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2.2 Scaling Variables

The appropriate scaling variables to collapse the data can be directly calcu-

lated from the flow equations as detailed in Appendix B.2. The invariant scaling

combination obtained takes the form s/Σ(w) where Σ(w) is a nonlinear function

of w. We allow for an undetermined scale factor Σs. The resulting form is given

by

Σ(w) = Σs

(
B +

1

w

)−Bdf+C
exp

(
df
w

)
. (5)

Likewise for h, we obtain:

η(w) = ηs

(
B +

1

w

)Bλh−F
exp

(
− λh
w

)
(6)

where (h− hmax)/η(w) is invariant under the RG, and ηs is another scale factor.

2.3 Simulations

Experience simulating the RFIM on a square lattice has revealed a propensity

for faceting in which the shape of the avalanche size distribution becomes depen-

dent on properties of the lattice for small avalanche sizes. To mitigate this effect,

we perform simulations on a periodic Voronoi lattice where, for each value of r,

we consider 100 distinct lattices of size 1000x1000. Voronoi cells were chosen by

generating random coordinates between 0 and 1 and constructing the cells with a

2D implementation of Voro++ [93] provided by C. H. Rycroft. Examples of the

avalanche behavior for different values of r are shown in Figure 1.

We note that much larger simulations have been done on the square lattice,

including a thorough analysis of results from a 131, 0722 lattice [27, 28]. In analysis

of in house simulations on a square lattice, however, we encountered long, unnat-

urally straight avalanche boundaries. We found these distortions strongly affected
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the shape of the size distribution for small disorders and served to effectively de-

creased the system size, a difficulty which became dramatically more pronounced

as the disorder decreased. In addition to lattice dependent effects infecting the

distributions for larger and larger avalanche sizes approaching the critical point,

this effective reduction of system size encouraged the use of a Voronoi lattice.

From the simulations we extract two quantities of interest: the area weighted

avalanche size distribution A(s|w) [33] and the change in magnetization of the

sample with respect to the field dM
dh

(h|w). The data collected is shown in Figures

2 and 3

Figure 1: Avalanches produced for different values of disorder. w =
0.5, 1.0, 5.0, 50.0 from left to right, top to bottom
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Figure 2: Area weighted avalanche size distribution. The avalanche size s
times the area weighted avalanche size distribution A(s|w) for values of w ranging
from 0.8 to 8.0.

2.4 Scaling Collapses

First consider the area weighted size distribution A(s|w). In analogy with

three dimensions, we take A(s|w) = s−1vxsA(vys ) where vs is the scaling variable

and the prefactor of s−1 arises from normalization constraints with vs = s/Σ(w)

from Equation 5. The avalanche size distribution also depends on an unknown

universal scaling function, A. To perform scaling collapses via a fit, we assume a

form for this equation given in Appendix C. The associated collapse is shown in

Figure 4.

Next consider dM/dh. The scaling form for the magnetization as a function of

field in three dimensions would be

M3D(h|w) ∼ wβM((h− hc)/wβδ) (7)
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Figure 3: Change in magnetization with field. dM
dh

(h|w) for values of w ranging
from 0.8 to 8.0.

yielding a 3D scaling form

dM3D

dh
(h|w) = wβ−βδ

dM3D

dh
((h− hc)/wβδ) (8)

In two dimensions, wβδ is simply replaced by η(w) from Eq. 6.

But what of the term wβ? It is quite typical for critical exponents to take

saturating values in the lower critical dimension. We know that βδ →∞ as d→ 2,

but that does not tell us how β varies with dimension. Numerical simulations in

higher dimensions [30] show β decreasing from its mean-field value βMF = 1/2 in

d = 6 down to β3D = 0.035 ± 0.0280 in three dimensions. It is natural to expect

that β = 0 in two dimensions, and that the universal scaling function M varies

from −1 to 1 as the field increases (saturating the behavior). This implies that

dM

dh
(h|w) = η(w)−1

dM
dh

(v) (9)
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Figure 4: Scaling collapse of the area weighted avalanche size distribution.
w ranges from 0.8 to 8.0. There is a slight bulge at s/Σ(w) ∼ 10−2 for small w.

where the invariant scaling combination

v = (h− hmax)/η(w). (10)

It is traditional to scale with h− hc, but since hmax − hc ∝ η(w), scaling to hmax

is equivalent. The form chosen for the universal scaling function dM
dh

(h|w) is given

in Appendix C. The associated collapse is shown in Figure 5.

2.5 Parameter Values

Through performing the scaling collapses we are provided with values of Σ and

η for each value of disorder, r. Using the nonlinear scaling forms for each of these

we may then extract values for the associated parameters. An unconstrained fit

yields a fractal dimension larger than two, the dimension of the system, which is
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Figure 5: Scaling collapse of the change in magnetization with respect to
the field. w ranges from 0.8 to 8.0.

unphysical. The 2D avalanches we consider appear compact. This suggests that

the fractal dimension should be given by df = 2 and that the maximum avalanche

size should scale as the square of the correlation length. For this reason, we expect

also that Σ(w) ∼ ξ2 and set C = 0. Imposing these constraints, the fits obtained

are able to describe the data well, as shown in Figure 6.

We expect the statistical errors and dependence on functional forms chosen for

the universal scaling functions to be small. It is useful, however, to consider finite

size effects at small r and lattice effects for large r. To compute these error bars,

we performed the collapses and subsequent fits of the nonlinear forms using subsets

of the disorders for which we have data [11 out of 13 points]. The errors given are

the standard deviation of the values determined in this way. The best fit values

with associated errors are given in Table 1. Likewise, the standard deviation for

both Σ and η are provided for points in the overlap of the subsets. The error bars
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NF NF0 NFalt NFHarris Conjecture
rc −0.46± 0.06 0 0 −0.46± 0.06 [−0.5, 0.0]
λh 0.52± 0.07 0.24± 0.08 0.70± 0.05 1 1
B −0.15± 0.01 0.039± 0.007 −0.76± 0.14 −0.25± 0.03 [−0.8, 0.0]
F 1.33± 0.12 2.02± 0.13 0.45± 0.04 0.45± 0.06 [0.0, 0.5]
C 0 1.76± 0.28 0 0 0
df 2 2 2 2 2

Table 1: Table of the parameter values determined through a joint fit
of Σ(w) and η(w). NF corresponds to the transcritical form and NFalt to the
alternative transcritical form described in Appendix B.3. NF0 corresponds to the
transcritical form with rc = 0 and NFHarris to λh = 1, the Harris criteria. To
compute the error bars, we performed the collapses and subsequent fits of the
nonlinear forms using subsets of the disorders for which we have data [11 out of
13 points]. The errors given are the standard deviation of the values determined
in this way. Values in bold were fixed in the corresponding fit.

for Σ and η are smaller than the datapoints (Figure 6).

Note that the best fit value of rc is found to be less than zero. There are several

possible explanations for this. One, rc < 0 could indicate the Voronoi lattice used

introduces an amount of intrinsic disorder. This is certainly plausible as random

bond and random field disorder are expected to belong to the same universality

class [40, 110]. Alternatively, constraining rc = 0 we obtain a comparable fit by

including an alternative normal form, NFalt, differing from Σ(w) and by analytic

corrections to scaling (expected for the larger disorders considered). This form is

described in Appendix B.3. In either case, the results are consistent with rc = 0.

2.6 Comparison of Forms

As a test of our finding that the 2D NE-RFIM corresponds to a transcitical

bifurcation, we may compare the fits obtained to those using different underlying

assumptions. In particular, it is straightforward to calculate Σ and η assuming a

hyperbolic fixed point (corresponding to power law scaling: Appendix B.1) and a

pitchfork bifurcation (Appendix B.4). For each of these cases we can perform a fit
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Figure 6: Comparison of the best fit of Σ(w) and η(w) derived with differ-
ent functional forms of dw

dl
. We have w = (r−rc)/ss such that Σ(r) = Σ(w) and

η(r) = η(w). ‘NF’ corresponds to Σ and η derived from the transcritical normal
form, ‘Power Law’ the hyperbolic (power law) form and ‘Pitchfork’ the pitchfork
form.

to the values of Σ(w) and η(w) extracted from the collapse. The comparison of

these fits are shown in Figure 6.

It is particulary illuminating to consider the behavior of 1/ log Σ(w). For a tran-

scritical bifurcation, the exponential divergence (ignoring B and C in Equation 5)

gives
1

log Σ(w)
∼ 1

df
w. (11)

Hence, if the behavior corresponds to a transcritical bifurcation, we would expect

a plot of 1/ log Σ to scale linearly with the disorder. A comparison of the linear fit

to 1/ log Σ, along with the plots of 1/ log Σ for the best fits with a power law and

pitchfork form are shown in Figure 7. The results clearly support a transcritical
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Figure 7: Comparison of 1/ log Σ(w) for the best fit of Σ(w) derived with
different functional forms of dw

dl
. We have w = (r − rc)/ss such that Σ(r) =

Σ(w). ‘NF’ corresponds to Σ derived from the transcritical normal form, ‘Power
Law’ the hyperbolic (power law) form and ‘Pitchfork’ the pitchfork form.
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bifurcation, with rc < 0, and challenge the alternative power law and pitchfork

assumptions.

2.7 Discussion

Simulation data of the 2D non-equilibrium random-field Ising model on a lat-

tice which suppresses faceting is explained well by the presence of a transcritical

bifurcation, and is incompatible with power law scaling or pitchfork normal forms

without large corrections to scaling. This provides evidence that (1) the univer-

sality class of the equilibrium and non-equilibrium models are indeed different and

that (2) power law scaling (which is governed by a hyperbolic fixed point) is not

the correct approach for this system in this regime. The latter conclusion, in turn,

is consistent with (3) the LCD of the model being equal to two, or perhaps close

to two.

Although the transcitical bifurcation provides the best description of our sim-

ulation data, the corresponding parameter values are difficult to pin down. There

are a number of restrictions we can make to the parameter values and still obtain a

reasonable joint fit of Σ(w) and η(w) For example, we may require that the Harris

criteria saturates, that rc = 0 [30] or that the coefficient of the quintic order term

B = 0. Each of these provides a good description of our data and are discussed in

Appendix E.

In three and higher dimensions [30, 64], measuring a variety of avalanche prop-

erties was crucial in pinning down the universal critical exponents and scaling

functions. dM/dH and the cumulative avalanche size distribution, measured here,

were supplemented by measurements of finite-size scaling, avalanche correlation

functions, avalanche sizes binned in H, spanning avalanches, avalanche durations,

and average avalanche temporal shapes. Larger system sizes should be possible
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with improved Voronoi data structures; Fig. 7 implies that whether rc = 0 or is

negative would be definitively answered by a simulation big enough to contain

avalanches with 1/ log(Σ) = 0.05, so with L ∼
√

(Σ) = e10 ≈ 22, 000.

In summation, performing large scale simulations on a Voronoi lattice and

analyzing the RG flow equations yields valuable insight into the behavior of the

NE-RFIM in 2D. The obtained scaling collapses span over a range of a factor of

ten in the disorder and a factor of 104 in avalanche cutoff. They are consistent

with a critical disorder at zero and with a lower critical dimension for the model

equal to two.
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3 Machine Learning Introduction

In the preceeding section, data analysis was performed in a very standard

way for the scientific community. We developed a theory informed by domain

knowledge and worked through the resulting mathematics to make predictions.

If the underlying mechanism corresponds to the theory, it is expected that the

behavior of the data will be well described by the model.

The following sections deal with a philosophically different approach. The aim

of machine learning (ML) is to make these types of predictions in cases where the

underlying theory would be too time-consuming or even intractable with current

methods. In other words, it attempts to remove the requirement of domain knowl-

edge with the trade off being a lack of insight into the underlying mechanisms that

produced the data and a necessary ’domain knowledge’ of different ML approaches

and their applicability.

The following sections deal with three investigations into ML from the perspec-

tive of physics, finance, and information geometry. In Section 4, we present the

results of applying an unsupervised algorithm to stock return data. The geometry

of the data suggests the appropriate approach and leads to rich predictions about

the exposure of companies to different sectors of the economy, changes in company

composition with time and relations between sectors of the economy itself 2. Fol-

lowing this, we turn our attention to computational neural network algorithms.

Section 5 evaluates the subtleties of selecting and implementing an algorithm and

includes a discussion of whether physics domain knowledge can be leveraged ef-
2This work was published in Quantitative Finance [53]. Ricky Chachra collected the data,

performed the archetypal analysis and wrote the first draft of the manuscript and supplement.
Lorien X. Hayden investigated the effects of noise in determining company changes in time,
performed the r2 calculations to add a comparative study of the model with that of Fama and
French and analysed the changes in the decomposition with dimension. Lorien X. Hayden revised
subsequent drafts and prepared the work for publication. Alexander A. Alemi, Paul H. Ginsparg
and James P. Sethna collaborated on all aspects of the project.
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fectively when asking questions of a physical nature. In Section 6, we turn our

attention to an analysis of these networks from the viewpoint of information ge-

ometry. With the lens chosen, neural networks appear not to fall into the class of

’sloppy’ models studied extensively by the Sethna group. The results, however, are

somewhat ambiguous and suggest a number of potential avenues for understand-

ing the relation between the model these algorithms learn and high dimensional

geometry.
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4 Canonical sectors and evolution of firms

in the US stock markets

Classifying companies participating in the US stock markets based upon their

participation in various sectors of the economy is important for macroeconomic

analysis and for investments into the sector-specific financial indices and exchange

traded funds (ETFs). Major industrial classification systems and financial indices

have historically been based on expert opinion and developed manually. The exten-

sive amount of data present on the performance of these companies, however, lends

itself readily to analysis via machine learning methods. Examining the data, a low-

dimensional structure in the space of historical stock price returns emerges which

naturally suggests unsupervised ML via Archetypal Analysis (AA) [39]. Imple-

menting this algorithm to determine the convex hull of the dataset automatically

identifies ’canonical sectors’ in the market, and assigns every stock a participa-

tion weight into these sectors. In particular, it provides an unsupervised way to

generate a more objective and comprehensive broad-level sector decomposition of

stocks.

Stock market performance itself is measured with aggregated quantities called

indices that represent a weighted average price of a basket of stocks. Market-

wide indices such as Russell 3000 [92] and the S&P 500 [101] consist of stocks

from diverse companies reflecting a broad cross-section of the market. Sector-

specific indices such as the Dow Jones Financials Index [42], CBOE Oil Index [26]

and the Morgan Stanley High-Tech 35 Index [77], etc., are more granular and

their composition requires a classification of companies into sectors. The ma-

jor industrial classification schemes used to perform this classification do so with

many ambiguities [80]. It is not clear, for example, how to assign a sector to
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conglomerates or diversified companies such as General Electric. Conversely, non-

conglomerates with exposure to firms outside their own sector (for example, an in-

vestment bank exclusively serving pharmaceutical firms) also blur the boundaries

of sector-identification. Moreover, as economic environment or companies evolve,

neither the industrial sectors nor the firms’ sector association remains static, ne-

cessitating updates to sector assignments and addition of new sectors.

A significant number of studies have previously aimed at finding categories of

stocks in financial markets with a variety of approaches. Recent numerical tech-

niques have included extensive use of random matrix theory, principal component

analysis or associated eigenvalue decomposition of the correlation matrix [36, 37,

46, 48, 59, 84], specialized clustering methods [5, 13, 14, 54, 62, 73, 79] or time

series analysis [75, 86], pairwise coupling analysis [24], and even topic-modeling

of returns [43]. Indeed, relevant prior work analyzing historical stock price re-

turns [47, 66, 84] elucidated that the high-dimensional space of stock price returns

has a low-dimensional representation.

In parallel with this, there is a long tradition of style analysis in finance in which

time series can be selected which serve as useful benchmarks for the performance

of other stocks or indices. The 3-factor model of Fama and French [47] is one such

example. Recently, D. Vistocco and C. Conversano [109] proposed that Archetypal

Analysis (AA) [39] could provide these benchmark time series while also providing

a way to plot this data in a meaningful way. In particular, they provide a triangular

plot for Italian mutual funds and suggest parallel coordinate plots or asymmetric

maps for higher dimensional representations.

In contrast to previous studies, the method presented here provides a new

holistic way of classifying stocks into industrial sectors by utilizing the emergent

structure of price returns in data space. Beyond the proposal of Vistocco and

Conversano, we provide an interpretation of the archetypes of AA as sectors of the
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economy. This structure is purely contained in the geometry of the time series.

Other methods, such as SVD, can discern that there is some such structure but

are not well suited to a clean description. AA, on the other hand, determines the

convex hull of the dataset making it uniquely suited to creating a quantitative

analysis of the data.

4.1 Archetypal Analysis

To prepare the raw data, we take the log price returns of individual stocks,

remove the overall market return, and normalize to zero mean and unit standard

deviation. The matrix of daily log returns of a stock s are defined as rts = logPts−

logP(t−1)s where Pts are adjusted closing prices (i.e. corrected for stock splits and

dividend issues) and t is in trading days. The normalized returns are then given by

R′ts = (rts−〈rts〉t)/σs, where σ2
s = 〈r2ts〉t−〈rts〉2t is the variance (squared volatility).

Removing the overall market returns from each stock yields Rts = R′ts − 〈R′ts〉s.

For details see [53].

The stock returns represented byRts are well-approximated by a hyper-tetrahedral

structure. The hyper-tetrahedron, or simplex, which emerges is a self-organized

structure: it has prototypical firms in corners, closely related firms clumped to-

gether in each lobe, diversified companies (GE, Walt Disney, 3M, etc.) close to the

center, and the number of lobes denoting how many distinct sectors are exhibited

by the data. Each lobe of the hyper-tetrahedron is populated by stocks of similar

or related businesses. A PCA projection of this hyper-tetrahedron is shown in

Figure 8. The lobe-corners, or vertices of the tetrahedron, correspond to canonical

sectors and approximate the returns of companies that are prototypical of indi-

vidual sectors. Table 2 details the prototypical companies of each. This suggests

a natural way to decompose stocks into canonical sectors: for convex sets, each
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interior point is representable as a unique weighted sum of corner points, implying

here that every stock’s return is approximated by a weighted sum of returns from

the canonical sectors. The weights for a given stock quantify its exposure to the

canonical sectors.

Figure 8: Low-dimensional projection of the stock price returns data.
Stock price returns are projected onto a plane spanned by two stiff vectors from
the SVD of the emergent simplex corners [53, Supplement]. Each colored circle
corresponds to one of the 705 stocks in the dataset used in the analysis. Colors
denote the sectors assigned to companies by Scottrade [97]. The grey corners of the
simplex correspond to sector-defining prototype stocks, whereas all other circles
are given by a suitably weighted sum of these grey corners.

To perform the decomposition, we applied an in house python implementation

of the AA algorithm described by Mørup and Hansen [78]. The AA factorization

is defined as:
Rts ∼ Rts′Cs′fWfs

Cs′f ≥ 0,
∑

s′ Cs′f = 1,

Wfs ≥ 0,
∑

f Wfs = 1.

(12)

Columns of RtsCsf = Etf are the emergent sector time series (basis vectors) rep-
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Canonical sector Prototypical examples
c-cyclical Gap, Macy’s, Target
c-energy Halliburton, Schlumberger
c-financial US Bancorp., Bank of America
c-industrial Kennametal, Regal-Beloit
c-non-cyclical Pepsi, Procter & Gamble
c-real estate Post Properties, Duke Realty
c-technology Cisco, Texas Instruments
c-utility Duke Energy, Wisconsin Energy

Table 2: Canonical sectors and major business lines of primary con-
stituent firms. The eight canonical sectors identified by the analysis described
here are listed in the column on the left; these were named in accord with the busi-
ness lines of firms that show strong association with these sectors. Some examples
are provided in the right column; a full list is available on companion website [113].

resenting the n corners of the hyper-tetrahedron, and Wfs are the participation

weights (Wfs ≥ 0) in sector f so that
∑

f Wfs = 1 for each stock s. The sector

matrix Etf is within the convex hull (C > 0,
∑

sCsf = 1) of the data Rts. It can

be found by either minimizing the squared error with convex constraints in factor-

ization as originally proposed [39], or by making a convex hull in low-dimensions

and choosing one or more of its vertices to be basis vectors [105], or by minimizing

after initializing with candidate archetypes that are guaranteed to lie in the min-

imal convex set of the data [78] which is the approach we employ. For details on

convergence and other consistency checks see [53].

The dataset consisted of 705 US firms’ stocks with a minimum $1 billion June

2013 market capitalization and with continuous 20 years (1993–2013) of listing

on major exchanges. Analysis of this dataset revealed eight emergent sectors

which were named in accordance with the companies they comprised (prefix c- de-

notes “canonical”): c-cyclical (including retail), c-energy (including oil and gas), c-

industrial (including capital goods and basic materials), c-financial, c-non-cyclical

(including healthcare and consumer non-cyclical goods), c-real estate, c-technology,

and c-utility. Calculated participation weights for a sample of 12 firms in (Fig-
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ure 9) show a decomposition of their stocks into the canonical sectors with resulting

insights discussed in the caption. Associated with each canonical sector is a time

series of returns. As expected, these series show hallmark historical events of indi-

vidual sectors (Figure 10): the dot-com bubble, the energy crisis, and the financial

crisis being the major events in the last two decades.

Apple
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GE


Aetna


Ford


Kinder Morgan


AT&T


Lockheed


c-industrial


c-energy


c-real estate


c-cyclical


c-non-cyclical


c-technology


c-utility


c-financial


3M


Exxon


Mattel


JP Morgan
 Nike


Con Ed


Host Hotels


Figure 9: Canonical sector decomposition of stocks of selected companies.
A complete set of all 705 stocks is provided on the companion website [113]; the
color scheme is shown on the right. Conglomerates like GE decompose roughly into
their core business lines. Tech firms such as Apple that sell mass-market consumer
goods have an important fraction in c-cyclical, whereas IBM has a significant por-
tion of c-non-cyclical returns presumably due to its government contracts. Telecom
companies like AT&T are generally classified under a separate telecom category
by major classification systems, yet analysis shows their returns are described by a
combination of c-non-cyclical and c-utility sectors. Health insurance providers like
Aetna are commonly classified as financial services firms, but their returns consist
of a major part c-non-cyclical and only a minor part of c-financial—the health-
care sector is generally less prone to economic downturns. Defense contractors like
Lockheed are listed as capital goods companies, but their returns are seen to be
majority c-non-cyclical and only a smaller share of c-industrial sector.

28



c-real estate


c-industrial
c-financial


c-utility
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c-energy
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c-cyclical


Figure 10: Emergent sector time series. Annualized cumulative log price
returns of the eight emergent sectors are shown. The time series capture all im-
portant features affecting different sectors: building-up of the dot-com bubble (c.
2000) followed by a burst, the soaring energy valuations (2003–08) followed by a
crash, and financial crisis of 2008. We note that the dot-com bubble was confined
to the c-tech whereas the financial crisis effects were spread throughout the sectors.
Precise definition of the cumulative returns plotted here is given in [53].

4.2 Company Evolution in Time

The formal framework of AA applied to stock return data lays the foundation

for several interesting extensions. In addition to the full data set of 20 years × 705

firms, we also applied the algorithm to overlapping, two-year Gaussian windows to

study to how the sector weights for firms have evolved in time. We decomposed the

local normalized log returns for each stock into the canonical sectors determined

from the entire time series. Each column (time series) of the returns matrix Rts

was multiplied with a Gaussian, Gµ(τ) = exp(−(τ − µ)2/(2 × 2502)) of standard

deviation 250 centered at µ to obtain Rµ
ts. We use Cs′f found using the full dataset

(Eqn. 12) (corresponding to keeping the sector-defining simplex corners fixed).
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Rµ
ts is factorized to obtain new weights W µ

fs that describe sector decomposition of

stocks in that period focused at t = µ: Rµ = Rµ
ts′Cs′fW

µ
fs. µ is increased in steps

of 50 starting at µ = 0 and ending at µ = 5000, and W µ is calculated at each

µ with the corresponding Rµ. These results are plotted in Figure 11 for a select

group of companies; the remainder are available on the companion website [113].

As expected, the sector decomposition of firms is dynamic. Mergers, acquisi-

tions, spin-offs, new products, effect of competitive environments or shifting con-

sumer preferences can change the business foci of firms and hence alter the sector

association of firms. External events affecting companies in an idiosyncratic man-

ner also show clear signature in this analysis.

To address the challenge of distinguishing signal from noise in the evolving

sector weights, we simulate data to which we add noise and then compare. This was

done by repeating the analysis for the flows where the companies from Figure 11

were replaced. For each of these companies, we took its sector weights, ~ωf , and

multiplied by Etf to obtain a time series for the company with weights that are

constant in time. We then added gaussian random noise with standard deviation

one and replaced these companies by this simulated data. Figure 12 shows the

comparison between the real flows from the main text and the simulated constant

data with noise added. General features descibed in the text are shown to be signal

while small fluctuations are consistent with noise.

4.3 Number of Canonical Sectors

Determining the correct number of canonical sectors that appropriately de-

scribe the space of stock market returns is akin to the more general issue of se-

lecting a signal-to-noise ratio cutoff, or a truncation threshold in the dimensional-

reduction of data. The choice of this threshold is generally sensitive to sampling,
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Figure 11: Evolving sector participation weights. Results from the sector
decomposition made with rolling two-year Gaussian windows are shown for selected
stocks. A complete set of 705 charts is provided on the companion website [113].
Color scheme is as in (Figure 9). For stable and focused companies such as Pacific
Gas & Electric or IBM, one sees no significant shifts in sector weights; changes in
time agree with errors expected from unresolved fluctuations [113]. Wal-Mart’s
returns, on the other hand, have moved significantly from c-cyclical to c-non-
cyclicals (consumer staples) in the post-financial crises years as shown; this is also
true of other low-price consumer commodities retailers such as Costco, but not true
of higher price retailers such as Whole Foods, Macy’s, etc. Corning, previously an
industrial firm with a huge presence in optical fiber, suffered in the aftermath
of the dot-com crisis and now is classified as a tech firm presumably due to its
Gorilla® glass used in cellphones, laptop displays, and tablets. Berry Petroleum
grew within its home state of California in the early 1990s through development
on properties that were purchased in the earlier part of 20th century. In 2003, the
company embarked on a transformation [10] by direct acquisition of light oil and
natural gas production facilities outside California. The figure shows a clear shift
in the distribution of sector weights as the company has moved toward c-energy
and away from c-real estate. Similarly, as Plum Creek Timber converted to a
real estate investment trust (REIT) in the late 1990s [85], its sector weights have
significantly shifted toward c-real estate sector.

yet the results presented here are reasonably robust with different choices leading

to meaningful and similar decompositions. It is an open problem to determine the
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Figure 12: Comparison between flow diagrams presented in Figure 11
with simulated data. The simulated data is created from the dot product of the
weight vector of the company with the corner time series. This yields a version of
the company with constant weights in time. To this we add gaussian noise with
standard deviation one and repeat the analysis to generate the flows in time. In
the left column are the actual flows for companies, on the right is their constant
in time counterpart with added noise. We see that key features noted are in fact
signal while small fluctuations correspond to noise.

effective dimensionality (optimal rank) of a general dataset (matrix). One could

select among models of different dimensions using statistical tests such as the r2

discussed below, or information theory based criteria such as Akaike Information

Criterion (AIC) or the Bayesian Information Criterion (BIC), but the choice of the

selection criterion is itself generally made on an ad hoc basis.
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4.3.1 Sector Relationships

One approach to investigating how the sector decomposition changes with di-

mension is to produce a flow diagram. To do this, we performed the fit

||Et,f − Et,f ′Sf ′,f ||2F (13)

with the constraint
∑

f ′ Sf ′,f = 1. Hence the sectors for n = 9 can be expressed

as a linear combination of sectors for n = 8, n = 8 as a linear combination of

n = 7, and so forth. The results of these fits are presented in Figure 13. The figure

represents these relationships though connections between the decompositions for

n = N + 1 and n = N weighted according to the matrix S(N,N+1). More precisely,

we create a node corresponding to each of the 9 sectors whose size is proportional to∑
sWf,s whereWf,s is the weight matrix for the 9 sector decomposition. Hence, the

relative node sizes represent the amount of the market particpating in the sector.

Multiplying this vector by S(8,9) gives the approximate size for each node in n = 8.

Multiplying this vector by S(7,8) gives the approximate size for each node in n = 7,

and so on. In this way, we generate a Sankey diagram whose node sizes correspond

roughly to the amount of the market in the sector and whose connections depict

how strongly the sectors for decompositions with different n overlap. In the image,

we see that the n = 9 decomposition gives the 8 sector version with an additional

small sector whose companies are listed in the paper [53, Supplement]. We also

see that for n = 7, c-finance and c-real estate merge. At n = 6, c-industrial and

c-cyclical merge. For n = 5, the new sector containing c-industrial and c-cyclical

merges with c-non-cyclical. For n = 4, c-utility and c-energy merge. Finally, for

n = 3 and n = 2, no clear pattern emerges given this image alone.

33



4.3.2 Two and Three Factor Decompositions

We further explore the two and three sector decompositions by examining their

constituent companies and looking at pie charts describing the relationship between

our 8 sector decomposition and those with n = 2 and n = 3 respectively. Recall

that each archetype is constrained to be a linear combination of companies, or in

other words to lie in the convex hull of the data. Using this information, we list

the 20 companies which contribute the most to each sector in the two and three

factor decompositions (Tables 3, 4, and 5). For the two sector decomposition,

we find the sectors divide roughly into c-assets (e.g. financial and real estate

companies) and c-goods (e.g. companies which provide goods and services). For

n = 3, the division is less clear. Another way to look at the constituents of these

sectors is by examining pie chart representations of these decompositions. Again

consider the fit ||Et,f − Et,f ′Sf ′,f ||2F with the constraint
∑

f ′ Sf ′,f = 1. Applying

this, we can express the two sector archetypes as linear combinations of the 8

sector archetypes and vice versa. Additionally, we can do the same for the three

factor decomposition. The pie charts these fits produce are shown in Figure 14.

The results are consistent with the sector breakdowns described from examining

the constituent companies.

4.4 Coefficient of Determination

Another method to examine the ’goodness’ of the returns decomposition R =

EW can be given by measuring the coefficient of determination (r2) as follows:

r2 = 1− SSE/SST (14)
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Here, SSE is denotes the sum of square errors ||R − EW ||2F , and SST is the total

sum of squares ||R||2F . This is also known as the proportion of variance explained

(PVE). For the factorization of the full dataset, normalized with the market mode

removed, the calculated r2 value is 11.1%. The SVD of R with singular values

shown in (Figure 15) provides a convenient way to put this number in context

for the returns dataset. Only 20 singular values (excluding the market mode)

were above the cut-off that was predicted by random matrix theory for a matrix

of purely random Gaussian entries. For any matrix M with elements mij, the

norm ||M ||2F =
∑

i,jm
2
ij =

∑
i s

2
i , where si are the singular values [87]. Thus, the

fraction of intrinsic variation in R above the cutoff is the sum of squares of the 20

singular values (not including market mode) divided by SST,
∑i=20

i=1 s2i /||R||2F =

19.8%. Therefore, as a first approximation, the factorization explains 11.1/19.8 =

56% of the random matrix theory (RMT) explainable variation. For reference we

provide the RMT explainable variation for the factor decomposition of Fama and

French, the classification by Scottrade, and the top 8 singular vectors given by

SVD. The percentage of the RMT explainable variation for different numbers of

factors compared to the 3 factor decomposition of Fama and French is shown in

(Table 6). Fama and French have the benefit of allowing factors to have positive or

negative weights. In order to compare with another non-negative decomposition,

we fix the weight matrix according to the Scottrade labels and run archetypal

analysis for this n = 14 factor version. The r2 value for this decomposition is

10.7% with a corresponding RMT explainable variance of 54.2% compared to 56%

for our 8 factors. For completeness, we also note that if R is rank-reduced to the

eight stiffest components found by SVD (not including market mode), then the

factorization explains 85% of the the RMT explainable variation in R with overall

results in good accord with the analysis presented here. This implies that sector

decomposition information was already contained in the stiff modes from the SVD
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Bulk Variation 80.2%
Explainable Variation 19.8%

Factors Percent of Explainable Variation
Market Mode (MM) 8.0%
2 factors + MM 26.0%
3 factors + MM 36.1%
4 factors + MM 42.8%
5 factors + MM 48.9%
6 factors + MM 55.3%
7 factors + MM 59.4%
8 factors + MM 63.7%
9 factors + MM 68.1%
Fama and French 24.0%

Table 6: Percentage of the Explainable Variance captured by our model
compared with the Fama and French factor model. Regression is done
on the normalized dataset of 705 stocks without the market mode removed. To
capture this, we add the market mode to factors obtained by our decomposition.

of R, however SVD is not the appropriate tool for the decomposition.

The eight-factor decomposition presented here explains 11.1% of the total vari-

ation (r2) in the normalized returns with the market mode removed, and 56% of

the random matrix theory explainable variation defined in [113]. For comparison,

the classic three-factor decomposition portfolio returns by Fama and French [47]

into market mode, market capitalization, and growth versus value yields an r2

value of only 4.75%. Indeed, if only three factors are used instead of the eight

for the decomposition presented here, the regression yields a comparable r2 value

(5.61%) but there appears to be no correspondence between three factors found

by our unsupervised model, and those of Fama and French (Figure 16). Carrying

out a similar comparison with Fama and French’s analysis applied to model port-

folio returns, the regression on the S&P500 yields an r2 value of 99.4% for Fama

and French compared to 93.5% for our eight-factor decomposition (market mode

reintroduced). Our decomposition was optimized without concern for market cap-
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italization, which appears to be the key difference: For an equal weighted index of

the 338 stocks in the S&P500 with current tickers and a complete data series in

our time of interest, we obtain an r2 value of 99.0% (97.0% for 3 factors) compared

to 95.8% for Fama and French.

4.5 Discussion

The emergent hyper-tetrahedral structure of stock returns suggests a natural

unsupervised machine learning approach as we have detailed. This approach allows

for the determination of sectors of the economy and the corresponding exposure of

companies to each sector as described. Furthermore, it provides a basis for futher

exploration of how companies evolve in time, the relationship between sectors of

the economy and a comparison to widely accepted benchmarks.

Future work remains to address survivorship bias, effects of sampling at differ-

ent frequencies, and incorporating market capitalization. Investors, analysts, and

governments alike would benefit from the development of new investable sector

indices [53] that measure the health of our industrial sectors just like the macroe-

conomic indicators (GDP, housing starts, unemployment rate, etc.) measure the

health of our broader economy. Tracing the sectors back in time [ArchetypalEvolu-

tion] could elucidate the incorporation of science and technology into our economic

system. Finally, our unsupervised decomposition could provide data suitable for

quantitative modeling of the internal and external dynamics of our economic sys-

tem.
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Figure 15: Normalized distribution of singular values. Filled blue histogram
corresponds to distribution of singular values of returns from the dataset Rts—one
notices a clear separation of the hump-shaped bulk of singular values, and about 20
stiff singular values (the largest singular value ∼952, corresponding to the market
mode is not shown). Pink line histogram outline shows the distribution of singular
values of a matrix of the same shape as R but containing purely random Gaussian
entries.
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Figure 16: 3 Factor Model vs. Fama and French 2D projections of the weights
for each company in the SP500 with current tickers and data in the date range we
consider. Red denotes companies with large market caps (market cap >10 billion),
blue denotes medium (market cap 2-10 billion) and green denotes small (market
cap < 2 billion). For our decomposition (a), there is no separation distinguishable
by size of company. In comparison, for the Fama and French decomposition (b),
there appears a gradation from large to small companies consistent with a factor of
the model being related to size. (This is natural, since one of Fama and French’s
factors explicitly is the difference between large and small-cap returns). Thus
our unsupervised 3-factor decomposition appears quite distinct from Fama and
French’s hand-created one.
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5 Analysis of the Kaggle Higgs Boson Ma-

chine Learning Challenge

Machine Learning has become a very important tool for data processing in

recent years. There are a variety of algorithms including support vector machines,

neural networks and decision forests but the basic concept for each remains the

same. The goal is to train a computer to perform a task which typically would

require human insight. Often, these problems are those that are fairly simple yet

would be tedious for a human to do in practice. For example, consider a collection

of photos such as those accumulated by google street view which are associated

with a gps location. For a human to sort through all of this data and create

an accurate mapping between address and gps location would be extremely labor

intensive. With the development of tailored machine learning algorithms, however,

this task becomes computationally straightforward [50]. In general, each of these

algorithms comes down to selecting a function with parameters to update and a

method with which to update them. The update is designed so that the best

accuracy possible on the appropriate task is achieved.

Although ML is extremely useful in practice, its current form employs a bit

of the dark arts. In the field of ML, many different kinds of algorithms are im-

plemented in varying combinations. Some algorithms work well for certain tasks

while others don’t. Experts seem to have good intuition as to what may work and

how to tune hyperparameters but ultimately a lot of results are empirical. The

combination of these hurdles has spurred research in the direction of understanding

these algorithms better, however the field in still very open. One striking example

of the empirical nature of this field manifested itself in the recent Kaggle compe-

tition: Higgs Boson Machine Learning Challenge. The aim of this challenge was
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to inspire data scientists to use their machine learning know-how on ATLAS data

to determine whether an event signified the presence of the Higgs or belonged to

a background process. Although physicists suspected their considerable domain

knowledge would give them an edge in this competition, the best physics group

came in 8th. This appears to be due to several causes. One, there are indications

that physicists tended overlook some of the common problems when training com-

puters to do these tasks; namely overfitting. While scores remained high on the

public board, when tested on the full test data scores were lower. Additionally,

the tools used by the top two contestants were very recently shown to perform

better than their contemporaries on notable datasets in computer science includ-

ing CIFAR-10 and 100, STL-10, MNIST, Amazon Sentiment Analysis, CT slices,

California Houses, YearPredictionMSD... [56, 58, 102, 111]. The hypotheses that

presented here is that features created by domain experts, while beneficial, were

not enough in the Kaggle competition to overcome better algorithms and empirical

techniques.

Approaches based on computational neural networks took both first and third

place in the Kaggle competition. In both of these submissions a large number of

deep neural networks were employed and the results averaged to make a prediction.

The basic structure of any deep neural network is a sequence of layers. In each

layer, the input ~x is transformed linearly to give an output ~y:

~yi = Wij~xj +~bi (15)

Next, an activation function, f, is applied so that the final output of the layer is

~z = f(~y). This final output of the layer becomes the input to the next layer. In

each of the winning networks, the activation function used for the final layer was

a softmax, defined below.
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f(zj) =
exp(zj)∑
i exp(zi)

(16)

The network output is hence a normalized 2D vector giving the probability that

the event is ’signal’ or ’background’ respectively. Averaging the output of all of the

networks yielded the final prediction. To further tune the results, the cutoff value

for signal vs background was determined by optimizing the approximate median

significance (AMS) metric provided by the challenge organizers.

AMS =

√
2

(
(s+ b+ br)log

(
1 +

s

b+ br

)
− s
)

(17)

where s/b are the unnormalized true positive/false positive rates and br = 10

is a constant regularization term. More precisely, if the label prediction of the

submission is denoted ~z and the true labels by ~l then

s =
∑
i

wiδ(li − s)δ(zi − s) (18)

b =
∑
i

wiδ(li − b)δ(zi − s) (19)

where wi are the weights given in the data set. As many pointed out on the Kaggle

discussion boards, the AMS metric is somewhat noisy and unstable. However,

as cited in the documentation for the challenge, this metric is used frequently by

high-energy physicists for optimizing the selection region for discovery significance.

This makes it a natural choice. In the original paper which introduced AMS as a

criteria, br was set to zero [38]. In the challenge, br was increased to 10 to help

alleviate the issues with noise. In addition to using ensembles of deep networks,

Gábor Melis (1st) and Courtiol Pierre (3rd) each transformed the data by removing

the mean and rescaling the variance to one. Additionally, they both employed
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backpropagation with a cross-entropy cost defined below.

L(~l, ~z) = − 1

N

N∑
n=1

[
lnlog(zn) + (1− ln)log(1− zn)

]
(20)

where the labels ~l have been converted to integers (s = 1, b = 0) and the output

of the network (~z) in this case is the probability that the event is signal. This

metric is commonly used and is sometimes called ’logistic loss’ or simply ’log loss’.

With the exception of the activation function used by the first place contestant,

the ensembling approach and training practices used were standard. What seems

to have set these contenders apart was the large size of the ensembles, the pre-

processing of the data and the use of cross-validation. The combination of these

things seems to have helped not only the expressive capabilities of the network but

also to have alleviated overfitting.

Although the first and third submissions were very similar in a number of

ways there were a couple of things which distinguished them. For one, Gábor

Melis used much larger networks (albeit fewer). Additionally, he added small L1

and L2 regularization terms to the cross-entropy loss function. Perhaps the most

significant difference was his use of a novel activation function known as channel

out [102, 111]. In channel out networks, only a subset of parameters are used

to evaluate a given example. This, in turn, allows for more specialization than

traditional sigmoidal units. This may explain the increase in performance over

the third place contestant who used sigmoidal gates. Channel out is particularly

interesting due to its relation to the way biological neural networks function. In

biological networks, local competition between neurons has been shown to play a

role in gain control and noise reduction. In channel out, sets of n-neurons are forced

to compete in a similar fashion. Only the neuron giving the largest output sends

on its signal to the next layer. This results in better performance on classification
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tasks as well as better performance on implicit long term memory [102].

Second place in the Kaggle challenge went to Tim Salimans who employed a

Regularized Greedy Forest (RGF) [58]. This approach is based on a collection

of decision trees. Decision trees have become very popular as an ’off the shelf’

method for data analysis. Although their performance is somewhat less than neural

networks, they require less tuning of hyper-parameters which makes them more

approachable. The standard method is to train a large number of decision trees

and then apply a wrapper to their output. This results in a decision forest and

is known as ’boosting’. Two common methods which fall into this class are Leo

Breiman’s boostrap aggregation (bagging) [21] and random forests [22]. The task

of a single decision tree at root (pun intended) is, given parameters corresponding

to a data point, label the point by applying decision rules which are layed out in

a tree-like structure. A simple example of a decision tree is shown in Figure 17.

Adding layers of branches and increasing the ’depth’ of the tree increases expressive

capability, however, it also adds complexity. Hence when training a tree, there is

a cost associated with incorrectly labeling data along with a cost proportional to

the depth. Common costs associated with labeling include cross-entropy and the

gini impurity:

C(Z) ∝
∑
n

K∑
k=1

(Znk)(1− Znk) (21)

where Znk is the fraction of events which are labeled k in node n as given by

the output of the tree and K is the number of classes. As with neural networks,

there are vast numbers of algorithms that fall under heading of ’decision tree’ or

’decision forest’. The fundamental algorithms and their origins are explained nicely

in ’Learning Classification Trees’ by Wray Buntine [23].

The RGF approach is different from simple boosting in that it tries to make use

of the underlying tree structure rather than treating the learned trees as a black
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Figure 17: Sample decision tree from scikit-learn [81]. A single variable
along with its decision rule is chosen at each level in the tree such that the cost
function, such as gini or cross-entropy, is minimized.

box and applying a wrapper. Gradient Boosted Decision Trees (GBDTs) also

attempt this and were used by the top physics team headed by Lubos̆ Motl, via

the XGboost package [32]. GBDTs employ a wrapper which is a linear combination

of trees.

Tk =
k∑
j

bjtj (22)

where T is the output of the forest of k trees and bi are the coefficients giving the

appropriate weight to each tree’s output, tj. Suppose you train K trees on the

dataset with loss function L(Tk). Then the GBDT pseudocode becomes: For k in

range 1 through K

• Optimize L(Tk) with respect to bi

• Optimize L(Tk) with respect to the decision coefficients of tk

In this way, the decision rules for trees are partially finetuned during the training
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of the wrapper. RGFs take this a step further. Instead of only optimizing over the

coefficients of the last tree added, the RGF algorithm optimizes over the coefficients

of all trees seen thus far: For k in range 1 through K

• Optimize L(Tk) wrt bi

• Optimize L(Tk) wrt the decision coefficients of Tk = {t1, ..., tk}

Additionally, an explicit regularization term is added to the cost function to combat

overfitting. These Random Greedy Forests have been shown to perform better

than GBDTs on a large number of tasks. In fact, the second place winner noted

an advantage of RGFs over XGBoost on the ATLAS dataset in particular. In

addition to the use of RGFs, the second place winner also used a slightly larger

number of trees (48 vs. 44 for Motl’s group) combined with 7-fold cross validation,

two sets of training objectives, and feature engineering. There were two specific

ways in which Salimans noted that he changed the features supplied. For one,

he states that he can ’calculate the features with respect to new combinations of

(pseudo)particles. For example, features like the transverse mass can be defined

with respect to any combination of the particles in the detector, not just those for

which it was calculated in the provided features’. Additionally, he transforms the

eta and phi features to account for the symmetries outlined on the competition

forum. This last portion in interesting because Melis also notes that he drops the

phi features due to overfitting.

The dataset provided for the competition includes 4 components: primitives

(PRI), derived (DER), weights and labels. Data is obtained from simluations with

primative quantities corresponding to those values which are measured by the

ATLAS detector. Derived quantities are those which can be calculated from the

primitives using physics concepts such as conservation of momentum. The weights

in the dataset account for the mismatch between the probabilities of the event
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occuring in the simulation and what would be observed in the selection window of

the detector and are used to calculate the AMS. Finally, for the training data, labels

are provided so that supervised learning can be employed. For more information

regarding the dataset see Appendix F. In order to test the hypothesis that the

derived quantities do give an edge, three sets of neural networks were trained. One

on the full data set, one on the PRI quantities only and one on the DER quantities

only.

This analysis was done as part of the Advancement to Candidacy Exam at

Cornell. In the interest of time, it was necessary to be selective in the algorithms

chosen. One such choice was to attempt to reproduce a version of Courtiol Perre’s

submission rather than that by first place competitor, Melis. This was due to

the computational networks he used being much smaller than those of Melis and

hence swifter to train. This choice also aided in debugging. Also, unlike Melis,

the networks here make use of ReLU activations combined with dropout rather

than channel out. Although this combination is not as effective, it is perferable to

sigmoids. The reason for this choice was due to lack of support in Theano for the

masking functions needed. To discard Theano for the training would have increased

the time needed to both code and train the networks. Additionally, using channel

out was not relevant to answering the question of how derived quantities affect

the performance. Using Theano [6, 9] and a Theano implementation of dropout

by Gabriel Synnaeve, 108 neural networks were trained on each of the 3 datasets.

The networks were of sizes

1. 30x50x1

2. 30x50x25x1

3. 30x50x50x25x1
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in equal proportion as descibed by Pierre. For each dataset, the last 20% were

set aside for analysing the percentage of error of the trained network ensembles.

The remaining 80% of events were randomly sorted to form 6 distinct sets of

data for 2-fold cross validation. In keeping with the top performers, training was

performed with backpropagation on a cross-entropy loss and normalized the data

to have zero mean and standard deviation one. For each of the results presented,

the cutoff between signal and noise was chosen such that the top 15-16% of events

were labeled signal. This cutoff was found by Melis to maximize the AMS vs cutoff

curve. To build on the tools of the top performers, a novel gradient method known

as adadelta was used [114].

Adadelta is a technique which adaptively updates the step-size for gradient

descent on a per dimension basis. Unlike contemporaries such as Newton’s Method,

quasi-Newton methods, the work by Becker and Lecun [7] and that of Schaul et.

al [95], adadelta does not require the Hessian or even an approximation to it. It

uses only first order derivatives and has minimal additional computational cost

above regular stochastic gradient descent. Like adagrad [45], adadelta has nice

properties typically associated with second order methods or annealing. Small

gradients correspond to large learning rates and vice versa so that progress over

dimensions evens out over time. Unlike adagrad, adadelta’s learning rate does

not continuously shrink over time resulting in slow optimization near the minima.

Also, it is not sensitive to a initial global learning rate.

The results for each run are shown in Table 7. Each network was trained for

1000 epochs. These results indicate that the derived quantities perform better

than their primitive counterparts. The full dataset performs the worst. Each

ensemble performs substantially worse than the contest winners whose public AMS

scores were 3.80581, 3.78913 and 3.78682 respectively. Motl’s group achieved an

AMS score 3.76050. There were myraid reasons why the scores obtained here
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were so much lower including the exclusion of the weight information from the

training data. In the submission of Pierre, the weights were added during the final

training epochs. The next step would be to run a finetuning phase on the network

ensembles which includes the weights. Additionally, many more training epochs

may be warranted.

One point to note is that the dimensionality of the full dataset was much larger

than the sets of its PRI and DER constituents alone. This may increase the

number of training epochs needed substantially. Another comparison which would

be helpful would be one in which rather than fixing the number of training epochs,

the training is stopped for PRI/DER when a score comparable to that of the full set

is reached. Another way to perhaps answer this question is to, rather than retrain

with stopping, simply reduce the number of networks in the PRI and DER sets

until a comparable amount of expressiveness is reached. The results of this are also

shown in Table 7 under PRI-1 and DER-1. The 1 denotes that the results quoted

are the results for a single network. This result is very striking. One network

acheived the same or better results in both cases while having lower accuracy

on the holdout set. Why ensembling did not appear to achieve better results in

this case is an open question. Although Pierre mentions that bagging, which was

employed here, did not increase his AMS score over a simple ensemble, this does

not explain how an ensemble in general does not outperform a single network. This

surprising result, obtained using the shallowest network trained, may indicate that

many more epochs of training are needed for the deeper networks. For example,

the 4 layer Deep Belief Network of Hinton [55], requires 5000 training epochs

which would have increased the training time of approximately four days five fold.

Additionally, a combination of ReLU with dropout may be better suited to deeper

networks with larger dimensionality such as those used by Melis.

The results presented highlight some of the issues with Machine Learning tech-
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TEST FULL PRI DER PRI - 1 DER - 1
Dimension 30 17 13 17 13
AMS Public 0.78092 1.65326 2.68863 1.65836 2.79876
AMS Private 0.88286 1.61681 2.66465 1.62299 2.80616

Rank #1678 #1591 #1287 #1591 #1206
Pct. Error 0.32775 0.27687 0.23356 0.30795 0.28869

Table 7: Scores obtained after 1000 epochs of training with 108 neural
networks on each dataset. Dimension denotes the the number of entries for
each event in the given dataset. AMS was evaluated by the Kaggle site on the
unlabeled test.csv data provided. Percent Error was evaluated on the 20% of the
training data held out.

niques. There were a huge number of choices to be made when setting up the

training run. Although the choices made seem natural, the results clearly leave

more questions than they resolve in terms of what choices result in superior algo-

rithms. Although it is very interesting that more information seems to be encoded

by applying physics knowledge, a good deal more exploration into how much can be

gained by engineering features is warranted. It certainly seems that adding physics

knowledge should increase the AMS score considering how much better the derived

features perform. However, as many contestants pointed out, the CAKE features

as well as the sophisticated features used by Motl’s group did not see the perfor-

mance gains that a simple change in algorithm could produce. To quote Kaggle’s

CEO:

Two pieces are required to be able to do a really good job in solving

a machine-learning problem. The first is somebody who knows what

problem to solve and can identify the data sets that might be useful in

solving it. Once you get to that point, the best thing you can possibly

do is to get rid of the domain expert who comes with preconceptions

about what are the interesting correlations or relationships in the data

and to bring in somebody who’s really good at drawing signals out of
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data. -Anthony Goldbloom

There are several other directions that would be interesting to explore. It could be

interesting, for example, to train the same networks or trees used in the challenge on

different datasets. The challenge would then be to choose the appropriate datasets

and training cutoff with which to make a fair assessment of how much better

features can increase the score. Another interesting investigation could involve

looking at the weights the networks themselves learn and interpreting what they

can say about the relationships in the data.
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6 Jeffrey’s Prior Sampling of Deep Sigmoidal

Networks

Neural networks such as those explored in the Kaggle challenge discussed above

have been shown to have a remarkable ability to uncover low dimensional structure

in data. To investigate this concept from the perspective of information geometry,

we have examined the underlying model manifold of networks trained to recon-

struct hand written digits. In particular, we analyze the manifold learned by Deep

Belief Networks and Stacked Denoising Autoencoders using Monte Carlo sam-

pling. What we find is that, contrary to what is found in other fields, the model

manifold of these networks forms an only slightly elongated hyperball with actual

reconstructed data appearing predominantly on the boundaries of the manifold.

In connection with the results we present, we discuss problems of sampling high-

dimensional manifolds as well as recent work by Transtrum et. al. [107] discussing

the relation between high dimensional geometry and model reduction.

6.1 Sloppy Models

Deep neural networks have proven to be state of the art on numerous machine

learning benchmark tasks in recent years [96]. These networks are so called ’deep’

due to their layered structure in which each subsequent layer appears to encode

a different, more abstract representation of the data. Previously there has been

much interest in the nature of the manifold learned by deep neural networks [1,

8, 90]. Through these studies, it has been conjectured that in the higher layers

of the network, the representation of the data more uniformly fills the space of

neural outputs and that high density regions of the manifold near which raw data

concentrates tend to unfold. In other words, linear interpolation between data
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points in higher layers of the network can be performed without leaving a region

of high probability. In contrast, the same procedure in data space would produce

a superposition of the two data points which typically results in a point having

low probability of naturally occuring in the dataset. Recently, a method has been

developed to approximately perform a Metropolis-Hastings sampling of the data

distribution using a trained network [1]. The aim of this method is to generate

samples which could be drawn with high probability from the distribution under-

lying the data. Here we ask a different question, that is, what is the geometry of

the manifold the neural network has learned? We present a sampling of the model

manifold implementing Metropolis-Hastings weighted by Jeffrey’s Prior. Using this

sampling method yields insight into the manifold learned by computational neural

networks as well as into Jeffrey’s Prior itself.

In general, models are created to form a low dimensional representation of the

data space. This is true also for neural networks. In many fields — including

systems biology, statistical physics and mathematical programming — it has been

found that models often form a hierarchical structure in which certain combina-

tions of parameters dominate the behavior while others barely contribute [31, 52,

112]. These directions in parameter space are refered to as ’stiff’ and ’sloppy’

respectively. Consider a fitting procedure where, given the model and data, the

objective is to determine the parameter values. For a least squares cost function,

the sloppiness of the model is reflected in the eigenvalues of the Hessian which span

many orders of magnitude. Another indicator of sloppiness in a model is that the

model manifold, which corresponds to the space of all possible predictions of the

model, forms a hyper-ribbon [106]. The sloppiest combination of parameters re-

sults in the thinnest direction in data space while the stiffest affects the predictions

of the model immensely, resulting in a very long direction.

Feed forward neural networks have been shown to display the signatures of
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sloppiness [72]. In this work, however, we study deep networks whose aim is recon-

struction. In particular, we examine Stacked Denoising Autoencoders and Deep

Belief Networks trained to reconstruct images from the MNIST dataset, a dataset

of handwritten digits in which each pixel takes a value between 0 and 1. In each

case, the model manifold forms an only slightly elongated hyperball (Section 6.4)

which, from the viewpoint of information geometry, indicates the network does well

at weighting parameter combinations equally. In addition to this apparent lack of

sloppiness, we also find that the actual data appears predominantly to lie near the

boundaries of the manifold; a feature which may be due to the largely saturated

pixels of the data set. That most of the images generated by the trained network

do not correspond to actual images raises a very interesting question. Does this

mean that the neural network is wasting a vast amount of expressive capability?

Or does it point to a general feature in modeling that the interesting components

of a manifold lie on its edges?

6.2 Deep Networks

The model manifolds we study belong to two types of prototypical deep net-

works; Deep Belief Networks (DBNs) [55] and Stacked Denoising Autoencoders

(SdAs) [108]. At their heart, these networks rely on the following mapping be-

tween layers of ’neurons’

~h = σ(W ~d+~b) (23)

~y = σ(W ′~h+ ~b′) (24)

where ~d represents the input vector, ~h the hidden activations or output, and ~y

the reconstructed input. W and W ′ are the weight matrices, ~b and ~b′ are offset

vectors, and σ denotes the sigmoid function. By stacking these learned encoding
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and decoding maps, the network can be trained to compress and reconstruct data.

The map learned by these networks is flexible in that the features in the top hidden

layer can be used as input to a simple classifier such as a softmax layer or support

vector machine.

DBNs and SdAs differ in the way they are trained. However, both of these

types of networks take advantage of a layered structure in which each layer of

neurons encodes a different representation of the data. For comparison, we train

three of these deep networks on the MNIST dataset [67]. The first network we

present is an SdA trained on a single digit, ’1’. Since we are interested in networks

that perform the reconstruction task rather than classification this is a natural

choice to serve as a smaller testbed for our methods. The digit ’1’ was chosen

due to the striking structure observed in PCA plots of the data. We refer to this

network as the single-digit network. The other two networks we study are trained

on the full dataset and are referred to as the DBN and SdA networks respectively.

The particulars for each of the three networks are given in Table 8. Each SdA was

trained using a cross-entropy loss and stochastic gradient descent via Theano [6, 9]

and the classes given on deeplearning.net. The DBN was trained using MATLAB

code provided by Hinton’s group [55].

Each of these neural networks can be viewed as a fitting process in two distinct

ways. For one, training the network is a fit. During training of the neural network,

there are a large number of parameters (W , W ′, b and b′ for each layer) and the

objective is to fit this multi-parameter model to a large number of images. The

manifold associated with this fitting process has been shown to form a ribbon-

like structure in high dimensional space in which the manifold becomes thinner

and thinner in each successive dimension by a roughly constant factor [72]. This

structure we refer to as a hyper-ribbon.

The second way to view the model as a fit occurs after the network has been
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SdA/Single-Digit SdA DBN
data MNIST ’1’s MNIST digits MNIST digits

training set size 5678 50000 50000
testing set size N/A 10000 10000
network size 784-100-100-10 784-1000-500-250-30 784-1000-500-250-30
class. error N/A 1.28% 1.50%

corruption level 0.25 0.25 N/A
training method Theano Theano Hinton

Table 8: Training characteristics of the neural networks we study. Classi-
fication accuracy on the MNIST dataset [67] was evaluated by training a support
vector machine to classify the data given the top layer of features [81]. The network
and support vector machine were then applied in tandem to the test set in order
to calculate the error. Training of the networks were achieved using Theano [6, 9]
and MATLAB code provided by the Hinton group [55]. The 4-layer SdA trained
with theano was trained with a linear mapping at the top layer. This choice was
made to ease comparison between the SdA and the Hinton group’s DBN which has
this characteristic. For each of the 4-layer networks the layer sizes were chosen to
correspond with Hinton’s original network. The top hidden layer in each case had
a dimension of 30.

fully trained. Once the network is trained, we require that the weights and biases

(W , W ′, b and b′ for each layer) remain fixed. The trained network provides a

function f which maps a vector in the top hidden layer ~θ to a distinct image in the

reconstruction space ~y such that ~y = f(~θ). A diagram is provided in Figure 18. The

trained network provides us with a model in which a low dimensional parameter

space ~θ can be used to represent any image reconstructed from the dataset along

with a host of others. The set of all images producible by this model forms the

’model manifold’ of the trained network. As the parameters are varied, the images

formed interpolate between the images the network reconstructs from the dataset.

For example, examining our single-digit network, the ten neural outputs in the top

hidden layer sweep out a 10 dimensional model manifold {~y} = f({~θ}) in the 784

dimensional space of possible MNIST images where the image space dimensionality

is determined by the number of pixels in the images (28x28). The fit is then: given
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Layer 1

Layer 2

Layer 3

Top
Layer

~y

f(~θ)

~θ

Figure 18: Diagram of the decoding map learned by a generic 3-layer
neural network. Once trained, a DBN or SdA provides a function f such that,
for any given neural activation in the top hidden layer ~θ, f provides a corresponding
image in reconstruction space ~y = f(~θ).

an image ~d, vary the parameters ~θ such that the cost fuction C(~θ) = ||~d− f(~θ)||2

is minimized.

In addition to studying the model manifold corresponding to the reconstruc-

tion space, the layered structure allows for exploration of the model manifold the

network has learned to represent the data in each layer of the network. Through-

out, ’Layer 1’ corresponds to the reconstruction space and ’Top Layer’ to the top

hidden layer of the network.

6.3 Jeffrey’s Prior

The first task in visualizing the model manifold is to generate images apart

from those on which the neural network was trained. To get a picture of what the

model manifold looks like, points in the model manifold are generated using Monte
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Carlo sampling. To implement our sampling we use Metropolis Monte Carlo and

an uninformative prior known as Jeffrey’s prior. This prior is the square root of

the determinant of the Fisher Information Matrix. The choice of prior was made

due to the fact that it weights volume in parameter space by volume in data space.

In effect, it keeps the algorithm from getting stuck in small regions of data space

which correspond to a wide range of parameter values. Additionally, unlike the

uniform prior, Jeffrey’s prior is invariant to transformations of the parameters.

In order to implement Jeffrey’s Prior, the metric of the space must be defined.

The mapping from the top hidden layer (parameter space) to the reconstruction

space (data space) implies a natural fitting procedure for any given image. The

cost for this fit is given by

C(θ) =
1

2

∑
k

(yθk − dk)2 (25)

where ~y ~θ is the reconstruction with corresponding top hidden layer activations ~θ

and ~d is the data point. The Hessian is then

Hij =
∂2C

∂θi∂θj
=

∂

∂θi

(
∂

∂θj

∑
k

(yθk − dk)2

2

)
(26)

=
∑
k

(
∂yθk
∂θi

∂yθk
∂θj

+ (yθk − dk)
∂2yθk
∂θi∂θj

)
(27)

The second term in this expression is computationally expensive and is exactly zero

for data described by the model. Additionally, even for data points not lying on the

model manifold, the values in this sum fluctuate between positive and negative,

averaging to zero. These characteristics make an approximation which neglects

63



this term very natural:

H ≈
∑
k

(
∂yθk
∂θi

∂yθk
∂θj

)
= JTJ (28)

In addition to being less expensive to compute, the approximate Hessian, aka the

Fisher information Matrix, is positive definite and data independent. Indeed it is

the metric on the space of neural outputs (top hidden layer) induced by the least-

squares metric in data (image) space. The distance between two nearby neural

outputs is given by the squared difference of their corresponding images.

Now consider the singular value decomposition (SVD) of the Jacobian matrix,

J = UΣV T , where V is a orthogonal matrix in parameter space, Σ is a diagonal

matrix of the singular values and the columns of U form an orthonormal basis in

data space which span the range of J. The metric can thus be written as

g = V Σ2V T (29)

where the columns of V correspond to the eigenparameters and the eigenvalues

are given by λi = Σ2
ii. Geometrically, this states that the Jacobian maps metric

eigenvectors into the data space vectors Ui stretched by a factor
√
λi. The mapping

from hidden layers into data space expands volume (N-volume to N-dimensional

surface area) by a factor
∏

i

√
λi =

∏
i Σi.

In order to sample according to Jeffrey’s prior, the points are given a prior

probability that is equal to the square root of the determinant of gαβ. So we have

p(θ) =
√
|gαβ| =

√
|JTJ | =

∏
i

Σi (30)

where Σi are the singular values of the Jacobian. This probability density in

the space of neural outputs thus samples surface volumes in the model manifold
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equally. Performing Metropolis Monte Carlo on the model manifold using Jeffrey’s

prior enables us to explore the model manifold of the single-digit network as well

as the DBN and SdA.

6.4 Results

Sampling of the model manifold of each trained neural network is performed

using emcee - an MIT licensed pure-Python implementation of Goodman &Weare’s

Affine Invariant Markov chain Monte Carlo (MCMC) Ensemble sampler [49, 51]. In

particular, we found it useful to employ their parallel tempering package. For the

single-digit network we used 6 temperatures with 20 walkers each chosen randomly

from MNIST images of the digit ’1’. The results presented are for a sampling of

500,000 steps for each walker at a temperature of 1.0. Similarly, for the DBN and

SdA we used 6 temperatures each although the number of walkers was increased

to 60 as the dimensionality of the parameter space increased three-fold. Walkers

were again chosen randomly from MNIST digits. Each walker was run for 50,000

steps. Results shown are for a temperature of 1.0.

PCA images of the sampled points for the single-digit network are shown in

Figure 20. This figure corresponds to PCA projections of the data where the (i, j)th

figure in the grid is a plane spanned by singular vectors i and j + 1 of the centered

data. Presenting PCA projections in this way reveals the striking structure which

led us to consider the ones. The projections along the vector corresponding to the

largest principal component are shown in the first four frames along the top row.

In these images one can see that data (reconstuctions of the MNIST digit 1’s) lies

in an arc. More discussion of this arc and how ones with different characteristic

arrange themselves are presented in Figure 21. PCA projections of the sampling

for the DBN are shown in 22 with sampled digits in Figure 23. Results for the
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Figure 19: Widths of the reconstructed manifold for each network along
PCA directions.

SdA displayed the same behavior and are collected in the Appendix G. In each of

these images, the sampling forms a slightly elongated hyperball with corresponding

hierarchy of PCA widths shown in Figure 19.

For the single-digit network, the top hidden layer has dimension 10 hence the

reconstructions must be a 10 dimensional object embedded in the 784 dimensional

pixel space. We find that in each successive PCA direction, the width of the

manifold shrinks by a factor of 1.17 along the first 10 PCA vectors. For the DBN

and SdA, the reconstructed manifold is 30 dimensional and the factor is a meager

1.03. In addition to PCA, there were other methods of determining widths we

explored detailed in Section 6.5. These factors clearly contrast the structure of

the neural network model manifold with the hyper-ribbon manifolds observed in

sloppy models.

Another characteristic of each PCA projection plot is that, in each, points

representing MNIST data are located along the edges of the model manifold while

the bulk of the sampling remains deep in the interior. This is made more evident

in ’Transparent’ column of Figures 24 and 36 by increasing the transparency of the

points corresponding to MNIST digits. Examining higher layers of each network

reveals that the behavior of the single-digit network remains unchanged. For the
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DBN and SdA, however, as we progress to higher layers, the behavior becomes

reversed. Instead of the sampling lying deep in the interior, the sampling spans

a much larger distance in parameter space. We believe this to be due to a linear

top layer in the SdA and DBN in contrast to the single-digit network in which all

layers were sigmoidal.

In addition to sampling, we also explore the location of the ’corners’ in relation

to the images and sampling. Corners correspond to datapoints for which the top

hidden layer representation is a vector with each element at an extremum allowed

by the network. More specifically, in the single-digit network, each parameter in

the top hidden layer is contrained to lie between 0 and 1. Using this we can plot

the representation for these 210 corner points. For the DBN and SdA, the top layer

activation is linear hence we set ’corners’ to be those hidden layer activations for

which ~θ ∈ {−106, 106}. The top layer of each of these networks has a dimension

of 30, hence there are 230 such corners. For this reason, only a random subset of

10,000 are plotted. The PCA projections for these are in the ’Corners’ columns

of Figures 24, 36 and 34. By definition the corners are extremely far apart in the

top layer. For this reason each plot of the top layer is presented with a sigmoid

applied. For each of the 4 layer networks the nonlinearity of the network results

in the interior of the space bulging out such that the corners lie within the volume

of the manifold in data space (Layer 1) rather than on the boundaries.

The ’digits’ sampled by each of these networks do not correspond to actual

images. Several of these sampled images for the DBN are shown along with the

original images and ’eigen-images’ of the dataset in Figure 23. The eigen-images

are formed by taking the singular value decomposition of the MNIST dataset such

that

X = UΣV T (31)
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where X is the data arranged as (number of samples) x (image size). The images

in the matrix V which correspond to the eigenbasis of X compose the eigen-images.

For the single-digit network and SdA network, the corresponding plots are found

in the Appendix G. For each network, although the eigen-images do not form

actual images, they show more identifiable structure than the sampled images.

Additionally, they are located on the boundary of the manifold in reconstruction

space just as are the actual images. This characteristic location provides further

indication that the boundaries play an important role in the model.

6.5 Discussion

A deep neural network with N hidden outputs provides a N dimensional rep-

resentation of a high dimensional data set. As we vary N, how does the resulting

hierarchy of descriptions reflect itself in the geometry of these models? Our hypoth-

esis was that the neural manifolds would form a hyper-ribbon, with incremental

expressiveness as N → N − 1 reflected in geometrically thinner geodesic widths.

This hypothesis, verified for multiparameter models in other disciplines [106] ap-

pears not to be the case for the neural manifolds we study. Instead, their model

manifold forms an only slightly elongated hyperball. This is striking in that, for a

typical model, such behavior would imply that the model tends to weight param-

eter combinations more or less equally. In other words, for the neural network,

it would imply that there are no neurons which, in tandem, control the majority

of behavior. Conversely, there are no sets whose values can change dramatically

without affecting the output.

There are several techniques that have been found to be useful for training of

neural networks; purportedly due to keeping the network from relying too heavily

on any one neuron or set of neurons. For example, the L1 and L2 norm terms pe-
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Figure 20: Two dimensional PCA projections of the MNIST digit data
for ones and the Jeffrey’s Prior sample of the model manifold. The
(i, j)th figure in the grid is a plane spanned by singular vectors i and j + 1 of the
centered data. Image reconstructions lie on the edges of the manifold. Width of
the network decreases slightly along each principal vector; however the aspect ratio
is much closer to unity than that observed in other models [106].
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Figure 21: Two dimensional PCA projections of the MNIST digit data
for ones, the Jeffrey’s Prior sample of the model manifold and a few
selected images from the dataset. The top row corresponds to the top row
in Figure 20. Ones with differing distinct characteristics such as tilt or bases have
been labeled to display how the manifold is roughly arranged according to digit
behavior. The images corresponding to these digits are shown on the bottom
row. For each, the original digit has been plotted in pink with the reconstruction
overlayed in black.

nalize large weights which would allow certain neurons to swamp the signal. Other

techniques such as dropout [56] explicity drop neurons at random during training

forcing all neurons to ’pull their own weight’. Another successful technique, chan-

nel out [102, 111], allows sets of neurons to be activated only for certain tasks.

The goal, however, is still to make use of the whole network and avoid computa-

tional waste. Yet other techniques employ initializations designed to prevent the

network from collapsing onto a few modes [94]. In the case presented here, only

simple whitening of the data was used.

In addition to the PCA plots, we employed a number of other tactics to search

for a thin direction. These include sampling of slices of the manifold and a geodesic

analysis. For the former, we found the two furthest points in the manifold and

defined a slice at the midpoint of this vector. Sampling was then performed in

the slice and the procedure repeated. This procedure yields a sequence of slices

70



Figure 22: Two dimensional PCA projections of the MNIST digit data
and the Jeffrey’s Prior sample of the model manifold for a 4 layer DBN.
The (i, j)th figure in the grid is a plane spanned by singular vectors i and j + 1 of
the centered data.
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Figure 23: Examples of MNIST images, their reconstructions, and images
sampled using Jeffrey’s Prior for the DBN. For the sampled ’digits’, each
snapshot corresponds to the same walker. The final row corresponds to the top
five ’eigen-digits’ of the dataset.
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Figure 24: PCA projection of the Jeffrey’s Prior sampling with MNIST
digit data for the DBN along the two largest principal component vec-
tors. In the middle column ’Transparent’ the transparency of the MNIST points
have been enhanced to show the position of the sampling. On the right under
’Corners’ the digits and sampling have again been plotted in blue and black re-
spectively with the corners added in pink. Corners correspond to activations in the
top hidden layer (~θ) for which θi ∈ {−∞,∞} ∼ {−106, 106}. The axes are shared
along each row. In order to deal with the large values of the corners and sam-
pling, the top layer is shown with a sigmoid applied. Although the sampling spans
the parameter space (Top Layer), it is subsequently mapped to the interior of the
manifold in reconstruction space (’Layer 1’). Note that the radius of the sampling
is roughly 2

3
that of the digits - resulting in a 30-D volume

(
2
3

)30
= 5.2 × 10−6 of

the total volume. Notice also that the digits lie outside the corners.
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which we constrained to be perpendicular. The hierarchy of widths uncovered by

this procedure did not yield a thin direction. In addition, several variants were

implemented in which we sliced along the densest section rather than midpoint

and varied the width of the slice. We also explored the widths using geodesic

analysis. Calculating geodesics from a central point radiating in a plane can be

used to map the boundaries. We found a suggestion of thin directions. Under

further scrutiny, these appeared to be due to curvature which caused the geodesic

to strike a boundary prematurely. In all of our investigations, the manifold truely

seems to form an only slightly elongated hyperball rather than a hyper-ribbon.

There is a characteristic of the dataset and networks we employ, however, which

obscure the clear geometrical arguments made in other fields for the relative im-

portance of parameter combinations. Namely, the data itself forms a hyperball.

All images of digits have many saturated (white/black) pixels corresponding to

the boundary of the manifold as dictated by the sigmoidal structure of the SdA

and DBN. For this reason, it is difficult to state with certainty that the structure

observed can be interpreted in the standard way.

Instead, we find evidence motivating a hypothesis that the N-1 and N-dimensional

descriptions have a boundary relationship: MN−1 ≈ ∂MN . First, we find that the

reconstructed data lies on the ’outside’ of the neural manifold (Figures 24, 36

and 34), forming a shell around the L2 Jeffrey’s prior volume of the possible image

reconstructions. This naturally suggests that lower dimensional representations

will also hug the outside. Second, we have explicitly constructed lower dimen-

sional neural manifolds by training an additional autoencoder layer on the 30

dimensional top hidden layer of the DBN and SdA. In each case, we first applied a

sigmoid and the hidden layer consisted of 3 neurons. PCA projections of the cor-

responding 3 dimensional model manifold along with the original 30 dimensional

version embedded in data space are shown in Figures 38 and 39. For the DBN
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the lower dimensional representation is consistently on the boundary indicating

that M3
⊂∼ ...

⊂∼ ∂M29
⊂∼ ∂M30. For the SdA, PCA along the first two princi-

pal components displays the lower dimensional manifold on the boundary. In the

third, it appears to pierce the space. The emphasis on the boundaries for deep

networks is in parallel to behavior observed in other models. Recently, work by

Transtrum et. al. [107] has explored the relationship between manifold boundaries

and emergent model classes. Their work in information topology has uncovered

that boundaries of the model manifolds they explore each correspond to different

classes of reduced models. The topology of the space in turn governs the best low

dimensional description.

Geometry is strange in high dimensions. This can be illustrated by the following

apparent contradiction: the majority of the volume of a hyperball is located near

the boundary but it takes a huge sampling to obtain even one point in a cap of the

ball. Given our observation that M30 is roughly a slightly elongated hyperball,

95.8 % of the the volume is within 10% of the surface. This appears to imply that

Jeffrey’s prior should be appropriate to sample the region near the boundary on

which the actual reconstructed data lies. Conversely, consider a N dimensional

hyperball of radius, r, with a cap of height, h. The volume of the cap is given by

V cap
n (r) =

1

2
Vn(r)Isin2φ

(
n+ 1

2
,
1

2

)
(32)

where VN is the volume of the hyperball, I corresponds to the regularized incom-

plete beta function and φ = sin−1 r−h
r

is the colatitude angle such that 0 ≤ φ ≤
π
2
[68]. For a 10-D sphere with radius 1 and cap height 0.1, the volume of the cap

corresponds to a tiny 0.0014% of the volume of the ball. In terms of sampling,

this states that one would need to sample approximately 105 points with Jeffrey’s

Prior to obtain even a single point in this cap. In this light, it seems that instead,
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data located on the boundary in the way we observe suggests that a prior based

on volume actually biases against the interesting regions.

The model manifolds formed by the neural networks we study have novel prop-

erties. In short, they do not appear to form the hyper-ribbons seen in other

fields. Additionally, for Deep Belief Networks and Stacked Denoising Autoen-

coders trained on the MNIST digit dataset, the vast majority of the data arranges

itself of the boundaries of the manifold. Sampling uncovers that the interior, which

represents the bulk of the images the network can describe, does not correspond

to actual images. This implies that either the network is in some sense wasteful

or that Jeffrey’s Prior is naturally biased to explore uninteresting regions of the

model.
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7 Sequential Importance Sampling

Sampling is a very important tool which is often employed in instances where it

is impossible to analytically solve a problem. As discussed in the previous section,

however, there are ways in which it can be problematic. Choice of algorithm,

prior and a host of hyperparameters can greatly affect the performance and the

results obtained. This section discusses another sampling algorithm in order to

illustrate this truth. This sampling algorithm, now known as sequential importance

sampling was used originally by Knuth to explore self avoiding random walks on a

lattice. In this problem, however, the random variable of interest has a long tailed

distribution. In addition, the variance grows eponentially compared to the mean

as system size is increased. This results in an exponentially more difficult problem

for which the sampling algorithm is not equipped.

In 1976, Donald E. Knuth created an algorithm to sample the self-avoiding

paths traversing a 10 by 10 grid of squares from the bottom left corner to upper

right [61]. This type of algorithm is now refered to as sequential importance sam-

pling. An image of one of these original self-avoiding walks is shown in Fig 25. To

generate these walks, each step is chosen with equal probability from the available

paths. For example, starting from the bottom left, one can move up or to the right.

Each path is chosen with equal proability. Since in this case there are two paths,

the probability of this step is 1/2. Choices which result in a trapped walk are not

considered. Continuing in this way, a path is generated which has probability

p(w) =
L∏
i

p(si) (33)

where p(si) is the probability of step i and L is the number of steps the walk takes

to reach the top right corner.
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Figure 25: One of Knuth’s original samples on a 10x10 grid [61]. Numbers
refer to the number of choices available at each vertex.

Knuth’s original algorithm does not describe how to avoid steps which lead to

a trapped walk. One method, introduced by Mireille Bousquet-Mélou [18] is based

on a winding number approach. The approach here uses a different method. Before

each step, the points located one move away from the current location are listed.

Then a cluster is grown from the top right to find the portion of the grid connected

to the desired end point and avoiding the steps already taken. The intersection of

the points connected to the current vertex and the cluster connected to the end

point compose the allowed steps. The probability of making each choice (as given
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by Knuth) is simply one over the number of allowed steps.

Using the combination of Knuth’s algorithm and this cluster method, 200 walks

were generated on a 100x100 grid. Some samples obtained are shown in Fig. 26.

Generating samples allows for calculation of some statistics for the walks. One

(seemingly straightforward) statistic is the number of possible walks. Consider a

walk w ∈ Wk whereWk is the set of all walks on a lattice composed of kxk squares.

Let Xk = 1/p(w) be the random variable of interest. We then have

E[Xk] =
∑
w∈Wk

p(w)
1

p(w)
= |Wk| (34)

So the number of walks can be approximated using

1

N

N∑
i

1

p(w(i))
(35)

where N is the size of the sample. For the first set of 100 walks, |Wk| = 3.00·101581.

For the second, |Wk| = 1.88 · 101544. These vary widely!! To make matters worse,

the value has been shown to scale as λk2 where 1.628 < λ < 1.782. This sets the

bounds on |Wk| to be 3.50 · 102116 < |Wk| < 1.19 · 102509. To explore the reason

behind this discrepancy, it is important to understand how the variance scales with

k. Namely, if we were to look at the relative variance:

V ar

(
Xk

E[Xk]

)
(36)

one would find that it grows exponentially with k. This indicates that as k in-

creases, pinning down an estimate with reasonable bounds on the error becomes

exponentially more difficult.

Recently, Mireille Bousquet-Mélou published work studying how the variance
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Figure 26: Images of the first few samples on a 100 by 100 grid.

scales in this problem [18]. There are three main quantities of interest: λ, β and

κ. These are defined below.

E[X]1/k
2 → λ (37)

E[X2]1/k
2 → β (38)

E[X2]

E[X]2
→ κk

2

(39)

In a previous paper, λ was estimated to be 1.744550 ± 0.000005 [19]. To get an

estimate for β and κ 50,000 walks each were sampled for k = 4 through k = 10.
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Figure 27: λ as a function of the number of walks sampled. (red: k=4,
orange: k=5 ...purple: k=10)

Constant Mean Variance
λ 1.75063502174 2.30917727055e-05
β 3.22833544836 0.000670270353013
κ 1.05336386331 8.37442961221e-06

κ = β/λ2 1.05338572854 8.37442961221e-06

Table 9: Numerical values of the constants obtained from sampling.

Convergence plots are shown in Figures 27 - 29. The average values obtained are

given in Table 9. Comparison of the number of walks with the estimate given by

sampling are given in Table 10.

The huge error in the estimate for the number of walks gives a sense of how

difficult it would be to obtain an accurate value using this method. Combining this

with knowledge of how the variance scales, however, we can get an even better feel
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Figure 28: β as a function of the number of walks sampled. (red: k=4,
orange: k=5 ...purple: k=10)

Figure 29: κ as a function of the number of walks sampled. (red: k=4,
orange: k=5 ...purple: k=10)
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True Value Estimated
8512.0 8461.34936
1262816.0 1280892.66416
575780564.0 573422914.262
789360053252.0 781268497533.0
3.26659848698e+15 3.35978934841e+15
4.10442087026e+19 4.14704491265e+19
1.56875803046e+24 1.51295082827e+24

Table 10: Comparison of the known number of walks with the estimates
given by sampling.

for how bad this problem really is. Consider Chebyshev’s Lemma which states:

P (|X − µ| ≥ kσ) ≤ 1

k2
(40)

for any random variable X with expected value µ, non-zero variance σ, and real

number k > 0. As described in [18] the variance of our estimator is V ar(Xk)/N .

Letting k = ε/σ yields:

P (|X − µ| ≥ ε) ≤ σ2

ε2
(41)

Suppose we want the error in our estimate to be on the order of |Wk| ≈ λk
2 .

Substituting for ε we have

P (|X − µ| ≥ λk
2

) ≤ 1

N

E[X2]− E[X]2

E[X]2
→ κk

2

N
(42)

Hence to get within an order of magnitude with probability greater than 90% one

would need to sample approximately 6.08 · 10226 walks. On 1 cpu, the algorithm

presented here takes on the order of hours to generate 1 walk. Assume a scenario

of 1 walk per hour. To generate enough walks for a semi-accurate estimate using

this method would take about 5.07 ∗ 10212 times the age of the universe. Putting

it in this perspective makes it clear just how problematic sequential importance

83



sampling can be. Error estimates must be tied to an understanding of the relative

variance in the problem or else estimates obtained are essentially meaningless.
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8 Discussion

Data analysis plays an important role in the Physics community and beyond.

As such, new tools and techniques with differing ranges of applicability are con-

tinuously being developed. This thesis has discussed two philosophically different

approaches, traditional methods involving the development of specialized mathe-

matical theories that give insight into the underlying stucture of a problem and new

’machine learning’ approaches with vast applicability but limited interpretability.

The analysis of the two-dimensional random-field Ising model using a normal

form theory of the Renormalization Group is a very nice example of the first type

of approach. In this case, understanding the underlying mathematical structure

of critical points and universality informs a broadly useful method to dealing with

what are traditionally very difficult cases. Rather than needing to develop new

renormalization group methods to extend its applicability on a case by case basis,

all that is necessary is a basic understanding of the symmetries of the system or an

afternoon to simply ’guess and check’ candidate bifurcations. The straightforward,

systematic approach provided enables an understanding of irregularities in the

data, namely the inability to be collapsed using standard power law approaches,

and presents a principled solution.

Through application of normal form theory we are able to elucidate that the

distributions of the avalanche sizes and derivative of the magnetization with respect

to the magnetic field are both well described by the presence of a transcritical

bifurcation in the disorder flow equations. This finding suggests that the lower

critical dimension of the non-equilibrium random-field Ising model is two. Our

results are also consistent with a critical disorder, rc = 0. In previous study of this

model, collapses were only able to be performed over a small range in the disorder

of ∼ 10%. In contrast, analyzing this data with an eye toward what physically
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sets the two dimensional version apart allows for a collapse over a factor of 10 in

the disorder.

Our novel approach to dealing with collapses in the lower and upper critical

dimensions is informative and practical. In many cases, however, our ignorance

of a governing theory precludes such a systematic approach. Machine learning is

particularly well suited for dealing with these instances. In implementing these

algorithms, however, it is very important to be aware of potential pitfalls. One

such consideration is in the choice of algorithm. For example, preliminary data

analysis of stock market returns reveals underlying tetrahedral structure. Without

this initial exploration, it would have come down to shear luck to have selected an

algorithm so well suited to this particular problem. Choice of algorithm can have

a huge impact on the effectiveness and interpretability of the results and as such

should be made with care.

Another example of this can be seen in the results of the Higgs Boson Machine

Learning Challenge. In this case, although it seems domain knowledge could have

been leveraged to increase predictive performance, the choice in algorithm and

training method far outweighed the incremental improvement hand engineered

features were able to provide. In contrast to the unsupervised approach discussed

in the context of stocks, however, the choice in algorithm here was made through

’domain knowledge’ of the machine learning field itself rather than by any emer-

gent structure in the data. By keeping abreast of current advances and adaptive

adjustments to long-standing paradigms, data scientists in this instance were given

a competitive edge.

The perfomance of machine learning algorithms can be difficult to conceptualize

and reason about without extensive knowledge of the subfield. For example, one

might expect that, like multi-parameter models found in other fields, these models

should display a hierarchical structure in which certain combinations of parame-
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ters dominate while others barely contribute. This type of underlying behavior

is ubiquitous in physics and helps us to reason about why we can expect science

to work in the first place and to make sense of concepts like emergence. This hi-

erarchical structure is reflected in the presence of a hyper-ribbon model manifold

which appears to be conspicuously absent in prototypical neural networks trained

on a standard dataset. On the one hand, an absence of a hyper-ribbon could

be in essence what defines them; if the underlying pieces and their interactions

were able to be simpy understood it would be unneccessary to attempt a machine

learning approach to begin with. On the other hand, sampling and consequently

visualizing high dimensional spaces is still a challenging problem. In recent years,

variational autoencoders have become much more popular due to their superior

performance [60]. These models are probabilistic in nature and could provide a

much more natural way to sample the underlying space than Jeffrey’s Prior. De-

spite this, preliminary results suggest that sampling these networks results in the

same observed behavior; the sample is concentrated in the interior, while real

data concentrates at the boundaries (Appendix H). Another potentially insightful

approach would be to combine this sampling with high-dimensional visualization

schemes such as InPCA [88] which could prove much more effective in analyzing

the underlying manifold effectively through the lens of information geometry.

This thesis has explored the application of several machine learning approaches

and also pointed out several potential hurdles. Although the philosophy of these

approaches differs from canonical physics modelling, certain aspects remain the

same. For example, both approaches provide robust methods to analyze data.

Additionally, just as with physics models, learning more about the nature of these

algorithms, why they work and in what cases they fail, can instruct the creation

of new and better methods. It is my hope that each of these approaches may be

leveraged to learn about the other and inform new paradigms. Indeed there has
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already been interest in this direction [2]. Conversely, understanding at a deep

level why machine learning performs so well could yield interesting insight into the

way we think about physics modelling.
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Appendix A Correlation Length

The correlation length may be calculated directly from the flow equation of the

disorder. For the transcritical form

dw

d`
= w2 +Bw3 (43)

we have ∫ `∗

`0

d` =

∫ w∗

w0

dw

w2 +Bw3
(44)

where (w0, `0) denotes an initial point and (w∗, `∗) a fixed point of the RG, a

constant. Performing the integration and letting (w0, `0)→ (w, `) we obtain

` ∼ B log

(
B +

1

w

)
− 1

w
(45)

We have

ξ ∼ exp(−`) (46)

hence

ξ ∼
(

1

w
+B

)−B
exp

(
1

w

)
(47)

Appendix B Invariant Scaling Combinations

B.1 Power Law Form

As our invariant parameter combinations are unorthodox, we provide here a

thorough derivation and a comparison to the usual power law ‘homogeneous’ vari-

ables seen at the usual hyperbolic fixed points. The invariant scaling combinations

corresponding to traditional power law scaling may be simply derived from the
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flow equations in 3 and higher dimensions. We have

dw

d`
=

1

ν
w

ds

d`
= − 1

σν
s

dh

d`
=
βδ

ν
h

(48)

Taking (dw/d`)/(ds/d`) and integrating gives

∫ w∗

w0

dw

(1/ν)w
=

∫ s∗

s0

ds

(−1/σν)s
(49)

Performing the integral and working through the algebra

log w∗ − log w0 = −σ(log s∗ − log s0)

⇒ σ log(s0) + log w0 = σ log s∗ + log w∗

⇒ sσ0w0 = constant

(50)

where (w∗, s∗) corresponds to the fixed point of the RG and is hence a constant.

The invariant scaling combination in this instance is thus

sσw (51)

which agrees with the results in 3 and higher dimensions [30]. Similarly for h we

have ∫ w∗

w0

dw

(1/ν)w
=

∫ h∗

h0

dh

(βδ/ν)h
(52)
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Performing the integral and working through the algebra

βδ(log w∗ − log w0) = log h∗ − log h0

⇒ log h0 − βδ log w0 = log h∗ − βδ log w∗

⇒ h0w
−βδ
0 = constant

(53)

The invariant scaling combination is hence

h/wβδ (54)

which again agrees with the literature [30].

B.2 Transcritical Form

The flow equations using the transcritical form for the disorder are as follows

dw

d`
= w2 +Bw3

ds

d`
= −dfs− Csw

dh

d`
= λhh+ Fhw

(55)

As before, we take the integral of dw/d` over ds/d` and obtain

∫ s∗

s0

(1/s) ds =

∫ w∗

w0

−df − Cw
w2 +Bw3

dw (56)

Solving for s0 we have

s0 =

(
B +

1

w0

)−Bdf+C
exp

(
df
w0

)
f(w∗, s∗) (57)
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where f(w∗, s∗) denotes a function of w∗ and s∗ and is therefore constant. The

invariant scaling combination in this case is then

s

Σth(w)
(58)

where

Σth(w) =

(
B +

1

w

)−Bdf+C
exp

(
df
w

)
(59)

Likewise for h we obtain an invariant scaling combination

h

ηth(w)
(60)

where

ηth(w) =

(
B +

1

w

)Bλh−F
exp

(
− λh
w

)
(61)

B.3 Alternative Transcritical Form

Applying our methods to the 2D equilibrium RFIM, we find that the fixed

point is given by a pitchfork bifurcation corresponding to

dw

d`
= w3 −Dw5 (62)

In this instance, however, the behavior of the correlation length suggests an alter-

native choice for the normal form

dw

d`
=

w3

1 +Dw2
(63)

as discussed in [89]. This form, while retaining the pitchfork behavior, produces

a well behaved correlation function that is also able to capture higher order cor-
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rections to scaling which we expect to become important further from the critical

point. We may apply the same procedure in the non-equilibrium case, although

the function for the correlation length here appears well behaved. This yields an

alternative form for the transcritical bifurcation given by

dw

d`
=

w2

1−Bw
ds

d`
= −dfs− Csw

dh

d`
= λhh+ Fhw

(64)

As before, to determine Σ(w), we take the integral of dw/d` over ds/d` and obtain

∫ s∗

s0

(1/s) ds =

∫ w∗

w0

−df − Cw
w2/(1−Bw)

dw (65)

Solving for s0 we have

s0 = w
Bdf−C
0 exp

(
df
w0

+BCw0

)
f(w∗, s∗) (66)

where f(w∗, s∗) denotes a function of w∗ and s∗ and is therefore constant. The

invariant scaling combination in this case is then

s

Σalt(w)
(67)

where

Σalt(w) = wBdf−C exp

(
df
w

+BCw

)
(68)

Likewise for h we obtain an invariant scaling combination

h

ηalt(w)
(69)
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where

ηalt(w) = w−Bλh+F exp

(
− λh
w
−BFw

)
(70)

B.4 Pitchfork Form

The flow equations using a pitchfork form for the disorder are as follows

dw

d`
= w3 +Bw5

ds

d`
= −dfs− Csw

dh

d`
= λhh+ Fhw

(71)

As before, we take the integral of dw/d` over ds/d` and obtain

∫ s∗

s0

(1/s) ds =

∫ w∗

w0

−df − Cw
w3 +Bw5

dw (72)

Solving for s0 we have

s0 ∼w
Bdf
0 (1 +Bw2

0)
−
Bdf
2

× exp

(
df

2w2
0

+
C

w0

+
√
BC arctan(

√
Bw0)

) (73)

The invariant scaling combination in this case is then

s

Σpf(w)
(74)

where

Σpf(w) =wBdf (1 +Bw2)−
Bdf
2

× exp

(
df

2w2
+
C

w
+
√
BC arctan(

√
Bw)

) (75)
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Likewise for h we obtain an invariant scaling combination

h

ηpf(w)
(76)

where

ηpf(w) =w−Bλh(1 +Bw2)
Bλh
2

× exp

(
− λh

2w2
− F

w
−
√
BF arctan(

√
Bw)

) (77)

Appendix C Universal Scaling Function Forms

In order to perform our fits, we choose functional forms for the universal scaling

functions. For the area weighted avalanche size distribution, we choose

A(vs) =
1

AN
vas exp(vbs) (78)

where the leading power law vxs has been absorbed into vas here and AN is the

normalization factor AN =
[
Γ
(
a
b

)
γ
(
a
b
,Σ(w)−2b

)]
/b where γ denotes the regularized

upper incomplete gamma function.

For dM/dh we choose

dM
dh

(vh) =
1

dM
dh N

exp

[(
−v2h

a+ bvh + cv2h

)d/2]
(79)

where dM
dh N

is a normalization factor computed as a sum of dM
dh

over the data range.
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Appendix D Form Comparison

In the lower critical dimension, we expect the fixed point to be governed by a

transcritical bifurcation. Assuming compact avalanches, this yields directly

Σth(w) = Σs

(
B +

1

w

)−Bdf
exp

(
df
w

)
(80)

where Σs is an unknown scale factor. We may compare this functional form for

Σ with that derived assuming power law scaling and one assuming a pitchfork

bifurcation as appears in the equilibrium model. For the power law case we have

the invariant scaling combination

sσw (81)

which is equilvalent to

s/w−1/σ (82)

such that Σpl(w) for the power law case would be given by:

Σpl(w) = Σ′sw
−1/σ (83)

where Σ′s is an unknown scale factor determined by fitting to a power law form.

For the pitchfork case we have from Section B.4

Σpf(w) =Σ′′sw
Bdf (1 +Bw2)−

Bdf
2

× exp

(
df

2w2
+
C

w
+
√
BC arctan(

√
Bw)

) (84)

where Σ′′s is the unknown scale factor. We have that w = (r − rc)/rs for each of

the functional forms considered. The comparison of the fits are shown in Figure 3.
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Figure 30: Fit comparisons Σth(w), transcritical form.

Appendix E Parameter Values

The parameter values corresponding to resonable fits are highly variable. For

example, we may restrict λh = 1 corresponding to the Harris criteria for this

model [30] and still obtain an acceptable fit. A wide range of fits with various

restrictions are shown in Figures 30, 31, 32, and 33. Corresponding best fit

parameter values are shown in Tables 11 and 12. As anticipated, the alternative

form for the transcritical bifurcation is able to better capture the behavior far from

the critical point.
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Figure 31: Fit comparisons ηth(w), transcritical form.

Figure 32: Fit comparisons Σalt(w), alternative transcritical form.
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Figure 33: Fit comparisons ηalt(w), alternative transcritical form.
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Appendix F Kaggle Dataset Details

The Higgs boson has many channels through which it can decay. In the Kaggle

challenge, the task was to identify only one type of signal event; the Higgs to tau

tau recently reported by ATLAS [35]. To produce enough signal events on which to

train a classifier, the data provided is created through simulation. Hence, in order

to calculate what the approximate mean significance (AMS) would be in a real

event, the dataset must include a weight which corrects for the difference between

the natural (prior) probability of the event occuring and that of its occurance in

the simulation. Additionally, for the challenge, the only event types included in

the dataset contain either one electron or one muon along with one hadronic tau.

Events with b-quark jets were also discarded.

In each proton collision, part of the kinetic energy is converted into new parti-

cles, most of which are highly unstable and decay into a cascade of lighter particles.

The ATLAS detector itself measures 3 quantities of the particles or pseudoparti-

cles which reach it: type of particle, energy and direction. Using these data the

original heavier particles identities are inferred. There are two main features of

the Higgs to tau tau decay that make it difficult to infer. One is that neutrinos

produced cannot be measured which makes the mass of the Higgs difficult to infer

on an event by event basis. The other reason the signal for the Higgs is difficult

to disentangle from background is that other processes such as the decay of the Z

boson produce similar signals. In the contest dataset Z boson decay, decays of two

top quarks and W boson decay were included as each of these decays can result in

a lepton and a hadronic tau.

The dataset provided for the challenge is composed of four parts. The weights,

which were discussed above, event ids, primitives (PRI) and derived quantities

(DER). The primitives are quantities measured by the detector. There are five
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’particles’ for which measurements are provided. These include the hadronic tau,

the lepton, the missing transverse energy and the leading and subleading jets.

For each of these particles the transverse momentum, the azimuthal angle and the

pseudorapidity are provided. Additionally, the number of jets is provided as well as

the scalar sum of the transverse momentum of all the jets. The transverse energy

and azimuthal angle correspond to the plane perpendicular to the beamline. The

pseudorapidity is defined as

η = − ln(tan(θ/2)) (85)

where θ is the polar angle. Particles in the range η ∈ [−2.5, 2.5] can be identified.

Those for η ∈ ±[2.5, 5] cannot be identified, however, their momentum can be

measured. For η > 5 the particle escapes down the beam pipe. The DER quantities

are those which can be derived from the raw output using physics knowledge.

These include simple things such as pseudorapidity separation and invariant masses

to more complicated calculations such as the approximate mass of the original

particle. For those quantites which are easily calculated, formulas were provided

by the challenge organizers.

Several people, including the top performers, made use of physics knowledge

for their submissions. These included simply calculating quantites with the given

formulas if they were not provided, making use of rotational invariance to remove

features and more complicated calculations such as those used by the CAKE team

and Motl’s group. The top two performers noted an increase in score by engineering

of features.
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Appendix G Jeffrey’s Prior Sampling: Addi-

tional Results

This appendix contains the results for the single-digit and SdA networks which

were left out of the main text: Figures 34- 39.
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Figure 34: PCA projection of the Jeffrey’s Prior sampling with MNIST
’1’ digit data for the single-digit network along the two largest principal
component vectors. In the middle column ’Transparent’ the transparency of
the MNIST points have been enhanced to show the position of the sampling. On
the right under ’Corners’ the ’1’s and sampling have again been plotted in blue
and black respectively with the corners added in pink. Corners correspond to
activations in the top hidden layer (~θ) for which θi ∈ {0, 1}.
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Figure 35: Examples of MNIST ’1’ images, their reconstructions, and
images sampled using Jeffrey’s Prior for the single-digit network. For
the sampled ’1’s, each snapshot corresponds to the same walker. The final row
corresponds to the top five ’eigen-digits’ of the ’1’s dataset.
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Figure 36: PCA projection of the Jeffrey’s Prior sampling with MNIST
digit data for the SdA along the two largest principal component vectors.
In the middle column ’Transparent’ the transparency of the MNIST points have
been enhanced to show the position of the sampling. On the right under ’Corners’
the digits and sampling have again been plotted in blue and black respectively
with the corners added in pink. Corners correspond to activations in the top
hidden layer (~θ) for which θi ∈ {−∞,∞} ∼ {−106, 106}. The axes are shared
along each row. In order to deal with the large values of the corners and sampling,
the top layer is shown with a sigmoid applied. Although the sampling spans the
parameter space (Top Layer), it is subsequently mapped to the interior of the
manifold in reconstruction space (’Layer 1’).
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Figure 37: Examples of MNIST images, their reconstructions, and images
sampled using Jeffrey’s Prior for the SdA. For the sampled ’digits’, each
snapshot corresponds to the same walker. The final row corresponds to the top
five ’eigen-digits’ of the dataset.
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Figure 38: PCA projection of the Jeffrey’s Prior sampling for the 3D
manifold (Pink) and 30D manifold (Black) in reconstruction space for
the DBN.
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Figure 39: PCA projection of the Jeffrey’s Prior sampling for the 3D
manifold (Pink) and 30D manifold (Black) in reconstruction space for
the SdA.
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Figure 40: PCA projection of the sampling of a variational autoencoder
and the MNIST digits.

Appendix H Sampling of a Variational Au-

toencoder: Preliminary Results

Variational autoencoders provide a natural method for sampling the space of

digits learned by the neural network. Figures 40 and 41 show PCA projections

of the sampling generated from a variational autoencoder trained on MNIST. The

sample appears to lie within the interior of the space while MNIST digits populate

the boundaries.
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Figure 41: PCA projection of the sampling of a variational autoencoder.
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